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Abstract

Recently, image registration process plays an important role in the analysis of medical image at medical treatment. Image registration has been widely applied at various fields such as surgical navigation, serial-image analysis, medical image fusion, etc... Image registration can be classified into two categories such as rigid and non-rigid image registration which depend on the objective of application classify. Rigid registration is usually performed to match two rigid objects. Relatively, non-rigid registration is generally applied at to align two deformable organs for medical image analysis. The main difference between rigid and non-rigid method is transformation which is used by separately. In practice, method of global transformation such as rigid transformation is used for rigid image registration. In additions, some deformable local transformation methods such as affine transformation, B-spline transformation are applied for non-rigid registration also. This research of thesis is focused on research findings to explore for robust and achieve accurate non-rigid medical image registration and also as my contribution of this research.

Non-rigid registration is a process for maximizing a spatial image correspondence of two images within constrains of a transformation model. The process of registration can be divided into four phases, which are: transformation, interpolation, criterion, and optimization. In this thesis, the author proposed three novel approaches for robust and accurate medical image registration. Two of them are focused to improve similarity metric for the phase of criterion: another is to concentrate on an advance optimization method for the purpose of to enhance optimization. In addition, a well-developed system of non-rigid image registration for assessing quality of loco regional therapy of hepatocellular carcinoma. It is also described in this research. The major contributions of this thesis are summarized as follows:

1. In the past, optimization methods of registration were almost based on gradient. However, gradient based methods are failed very easily because the rationale is falling into local resolution. In recent years, some non-linear and multi-point searching based methods such as Genetic Algorithms (GA) and particle swarm optimization (PSO) were proposed to achieve as advanced optimization. In this research, I proposed a novel optimization method called hybrid particle swarm optimization (HPSO) as a new optimization approach for medical image registration to improve accuracy and achieve efficiency. The main idea of proposed method Combine the idea of PSO with concepts from GA, which are subpopulation and crossover. The proposed methods were also compared with conventional methods such as GA and PSO. From the experimental results showed that the proposed HPSO performs better for registration results than conventional GA and PSO as one of my research contribution.

2. Mutual information method (MI) is a widely used metric for criterion of multi-modality image registration. Although, MI was performed well in many cases of multi-modality image registration, however, there are some drawbacks of MI were found. The major disadvantage of MI is that it sensitive to noise because of lacking spatial information. In the 2004, regional mutual information (RMI) is proposed as a new similarity metric also including some spatial information. Unfortunately, RMI require a huge computing time to obtain the estimation of registration from a huge matrix of joint distribution. For reaching a robust and accurate registration, from my research, proposed a PCA based regional mutual information method (PRMI) as a robust similarity criterion to overcome these
disadvantages from traditional MI and performance problem of RMI. The contribution from my research method successfully contains spatial information into traditional MI, and also prevents the computing cost issue of RMI by combining the concepts of principle component analysis (PCA), MI, and RMI.

3. Locoregional therapy (LT) is a novel and popular method to cure hepatocellular carcinoma (HCC) of liver in the last few years. This method digs several probes into patient's abdominal cavity to burn tumor tissues of liver with frequency alternating current. However, estimating quality of treated margin of LT from two medical images (before and after operation comparison) becomes a difficult task because liver is a deformable organ. In the previous study, the classical method of non-rigid registration was applied to find overlap of tumor and treat region for evaluating the treat margin. Unfortunately, sometimes, classical method was failed to register intra tissues of liver by property of sensitive to distribut of intensity. To overcome this problem, the research proposed a new non-rigid registration method to evaluate treated margin of locoregional therapy of hepatocellular carcinoma from medical images of livers. This method overcomes the weakness of classical intensity based non-rigid registration by containing the anatomical structures as a constrained term. From the experimental results finding the research method not only can aligns the shape structure of livers very well, but also it can reasonably maintain the correspondence of internal structures.

4. From the research developed a non-rigid registration system to assess quality of loco regional therapy. The hepatocellular carcinoma applies this research proposed anatomical structures constrain based method. The result shows the utility and achieves accuracy from my research method by 3D visualization.
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Chapter 1

Introduction

The first chapter presents the concept of medical image, such as the modalities of medical image, the categories of medical image analysis, and contribution of our research findings. The main propose of this chapter is illustrating the motivation and rationale of this research.

1.1 Medical Image Techniques

The function of medical imaging can provide clinicians of the capability to view inside of the human body in order to diagnose the human’s illness symptom. The major research is focused on developing an emerging technology and algorithm to improve the quality of the images for physician to evaluate patient’s illness more accuracy and efficiently. Recently, computer technology becomes a sufficiently sophisticated technology to aid physician in the process of diagnosis patient disease. Therefore, a brief introduction in light of how the medical imaging techniques are applying by physician in the clinical diagnosis currently.

The accidental discovery of “X-rays” by Roentgen in 1895 began the history of clinical use of medical images for human beings. Also radiograph (X-ray image) is the first kind of medical imaging technique applied at medical care. The rationale is that radiograph can be produced by using a broad beam of X-rays to pass through a patient to generate the x-ray image. X-rays are high frequency beams of the electromagnetic spectrum which can pass more easily through materials such as bones, kidney stones, etc. solids tissues in the body with low density (lower atomic numbers) than through those with higher density (higher atomic numbers), to generate a radiographs which can be seen easily.

The human bones can be seen by given high intensities in the radiographs; while soft-tissues or organs can be viewed by given low intensities. Radiographs are 2-dimensional (2D) images. Each point contains the information integrated along the path of a beam of X-ray passed though, so radiographs can show the characteristics of radiated tissue of its transparency image. For example, each point of the chest radiograph shown by Fig. 1.1 (datasets are obtained from BrainWeb [15]) contains the information of both bones and soft-tissues. The transparent characteristics of x-ray are able to distinguished radiographs from other kinds of
Computed tomography (CT) [14] is another kind of medical imaging techniques which are generated by X-rays also. In CT, a thin beam of X-rays is passed through the patient’s tissue which absorbed by a detector. Then, it collected signals which are generated by computers in order to produce the tomographic images or slices of the human tissue. Gathering all the CT slices by orders, therefore, we can get a 3-dimensional (3D) volume to view the tissue by 3D image. More detail illustrating, from the Fig. 1.1 provides an examples of CT images. CT, it can reflect an anatomical information to view human tissue. It likes a radiograph imaging such as bones may display various densities of its structure. The hard bone tissue generates high intensities and soft tissues create low intensities displaying on the CT images for physician to diagnosis of patient’s illness.

Magnetic resonance imaging (MRI) is one another primary diagnostic tool for generating structural images of the human tissue. The fundamental structure of MRI imagining is a nuclear magnetic resonance (NMR) [1]; it is a physical phenomenon of atom’s nucleus. The rationale of MRI is when first step, it placed in a constant magnetic field and then perturbed by an orthogonal alternating electric field. Because of human tissue is primarily composed of \( H_2O \), therefore, NMR of the hydrogen nuclei (i.e. protons) provides strong signals which are collected by computers to generate tomographic slices imaging. CT, MRI images are 3D data, it be capable of reflecting anatomical imaging information of human tissue. The MRI has a higher contrast on the organic boundaries imaging compared with CT. There are three kinds of MR images, such as MR T1-weighted, MR T2-weighted and MR proton density weighted (PD-weighted) images. The Fig.1.1 provides examples of to illustrate its differences. MR T1-weighted images are well known as “anatomy scans”. Because it can show the most clearly the boundaries among different tissues, this method is considered by physician as the first choice applies at clinical as one of the best diagnosis tool. MR T2-weighted images are popular applying at “pathology scans”. It can be capable of collections of abnormal fluid which are brighter against the darker normal tissues for more clearly diagnosis. MR PD-weighted images are a byproducts composed of T2-weighted images. From this perspective view point, PD-weighted images are “free” when it produce T2-weighted images; however the drawbacks is that their contrasts are less than MR T1-weighted and T2-weighted images. Therefore, due to their weakness of imaging quality, PD-weighted images are seldom applied at clinical applications for diagnosis. The advantage of PD-weighted images unlike CT, MRI, it does not use ionizing radiation to generate the cross-section images (slices). X ray, CT have the radiation exposure of over dose which it may endanger patient’s health. MRI is not associated with health hazards like CT. From the evidence based medicine perspective view, MRI is lack
of insignificant of evidences to effect of patient with long term exposure of strong magnetic fields to cause hazard of their health.

Positron emission tomography (PET) employs the main features of tracer techniques, it provided to develop the research to study the underlying mechanisms of physiological and biochemical processes in a living organism [8]. The radioactively labeled substances are injected intravenously and can be traced through the body by using external detectors device. In the case of PET, the rationale is that the tracer is labeled with an isotope that emits a positron. Such isotopes are available for a number of biologically relevant atoms, namely such as oxygen, carbon, nitrogen and fluorine etc... Labeling with a radioactive nuclide, it allows the synthesis of specific tracers, which are used to determine, such as tracing cerebral blood flow or glucose consumption in human brains. Hence, PET is representative of a functional image modality, and as the primary in the development of PET. The function of the PET is to quantify three-dimensional distribution of the radioactive tracer with subsequent interpretation in a framework by physiological models.

1.2 Medical Image Analysis

The rapid development and proliferation of medical imaging technologies are an emerging revolutionizing medicine as a high end physician aid diagnosis technology. Medical imaging allows scientists and physicians to glean potentially life-saving information by peering noninvasively into the human tissue. The role of medical imaging has expanded so confound more than previously as a simple visualization and inspection of anatomic structures. It has become a critical tool and important contributions for surgical planning, simulation, intra-operative navigation, radiotherapy planning, and for other tracking the progressive of disease evaluation. Therefore, the advanced medical imaging technologies are playing important roles and becoming more prominent role in the diagnosis and treatment of disease. The researcher community of medical image analysis team needs to solve confronting challenging problems of extracting high quality images by the assistance of computers of clinically useful information about anatomic structures imaged through CT, MR, PET, and other modalities. Although modern imaging devices can provide exceptional views of internal anatomy, however applying computers to achieve high image quantify and analyze the embedded structures with accuracy and efficiency is limited. In short, accurate, repeatable, quantitative data must be efficiently extracted in order to support the spectrum of biomedical investigations and clinical activities from diagnosis, to radiotherapy for surgery.

Techniques of medical image analysis can be divided into four categories (see Fig 1.1) which
are medical image registration ([2], [9], and [10]), medical image segmentation [11], medical image enhancement, and medical image modeling [12]. The purpose and function of medical image registration is to find a spatial transformation which can align two medical images. Medical image segmentation is to detect the boundary of a certain object, such as liver or heart, and separate it from the original medical images. Medical image enhancement is to remove the noise or artifacts and enhance the quality of the medical images. Medical image modeling is to find a modeling method which can represent the medical data efficiently. In the past, these techniques were developed separately; however, recently many researchers integrated with these techniques to pursue high quality medical image to aid the diagnosis more efficiently and effectiveness. This research explored an emerging method of medical image registration, and to apply the proposed innovative techniques to assist the evaluation of Locoregional therapy of liver tumors ([6], and [7]).

![Diagram of medical image analysis techniques]

Fig 1.1: Category of our research works

### 1.3 Thesis Contribution and Overview

Non-rigid medical image registration plays an important role in the analysis of medical images to enhance image quality. Recently, a non-rigid image registration method applied to surgical navigation, serial-image analysis, medical image fusion etc..., it diffused to critical masses of medical care. Although classical non-rigid registration method has been widely used and proved to good results for most of all cases of registration applications. However, in this research found that the classical method was still failed when it encountered some special situations or requirements. Therefore, at this research started to apply theory of registration and to create some new methods to improve the classical method weaknesses.
This thesis is in light of new method to achieve better image quality compared with the traditional method. Moreover, it can work fine and illustrates the proposed method, and showing how they work in medical practice.

Non-rigid registration is a process for maximizing a spatial image correspondence of two images within constrains of a transformation model. The process of registration can be divided into four phases, which are: transformation, interpolation, criterion, and optimization. In this research, the author proposed three novel approaches to enhance medical image registration more robustly and accurately. Two of them are focused on improvements in the phase of criterions: another is concentrated on an advance method for optimization phase.

**Fig 1.2: The contributions and overview of my thesis**

The contributions of this research depend on six sections. First, the general concepts and details of registration are briefly summarized in Chapter 2. In Chapter 3, the author proposed a novel optimization method called hybrid particle swarm optimization (HPSO) as a new optimization approach of medical image registration to improve accuracy and efficiency of registration, especially for medical image registration with large geometric difference. This method is an advance emerging method compared with other methods such as general particle swarm optimization (PSO) and genetic algorithm (GA). In Chapter 4, the author proposed a PCA based regional mutual information method (PRMI) as a robust similarity criterion to overcome disadvantage of traditional mutual information method (MI) and performance problem of regional mutual information (RMI). The proposed PRMI is applied the idea of RMI to integrate spatial information into MI, and applies Principal component
analysis (PCA) statistics method to reduce the computing cost. In Chapter 5, the author proposed a new non-rigid registration method to evaluate treated margin of loco regional therapy of hepatocellular carcinoma from medical images of livers. This method overcomes the weakness of classical intensity based on non-rigid registration by containing the anatomical structures as a constrained term. In Chapter 6, the author developed a non-rigid registration system for assessing quality of loco regional therapy of hepatocellular carcinoma case which applies my proposed anatomical structures constrains based method. The result showed more efficiently, effectiveness and accuracy of applying this research method. Finally, in Chapter 7, the author presents conclusions and addresses future avenues of research. The contributions and overview of this thesis are illustrated at Fig 1.2.
Reference of Chapter 1


Chapter 2

Image Registration

Medical image registration is the process to find a spatial transformation which is able to align the corresponding features in two medical images [1], [2]. Consider a scenario in which we might have a patient who is imaged with MR and CT over the course of a few hours as workup for neurosurgery. The process of registration will establish which point on one image corresponds to a particular point on the other. The “correspond” means that these points represent a measurement localized to the same small element of tissues within the patient. During the computational process of registration an appropriate transformation will be yielded between the coordinate systems of the two medical images.

2.1 Category of Registration

Registration algorithms compute image transformations that establish correspondence between points or regions within images, or between physical space and images. There are many several of classify methods of medical image registrations; therefore, we briefly describe them as follows.

2.1.1 Mono-modal and Multi-modal Registration

According to modalities of medical images, we can divide medical image registration into mono-modal (singular-modal) and multi-modal registration. In mono-modal medical image registration, the two medical images have the same modality, e.g. registration of two MR images. These two images are usually taken in two different times and the time intervals. The time consuming may from the range as a few seconds to several days, months or even years. Mono-modal registration can eliminate the position difference on the two images in order to compare with the changes in size, shape or image intensity.

Multi-modal registration is to align two medical images with different modalities. Different kinds of imaging modalities give different information of the human bodies. For example, some imaging modalities like CT or MRI give the anatomic information; while some nuclear imaging modalities like PET give the functional information. CT and MRI also provide
different anatomic information. For example, CT applying on the bones is very clearly but the organic boundaries are not so clearly to be seen; however by MRI, organs usually have high contrast, however bones are not so clearly. Therefore, it is necessary to apply different imaging modalities to generate the required information for assisting of clinical diagnose. Medical images are collected by different machines; however, several of machines have their different roles and functions among them. Multi-modal registration can be performed to solve these problems in order to eliminate such differences before combining the information by different machines.

2.1.2 Intra-subject and Inter-subject Registration

Considering subjects on medical images, we can divide medical image registration into intra-subject and inter-subject registration. Registration of two images collected from the same patient is called intra-subject registration; otherwise, registration is called inter-subject registration. For intra-subject registration, the modalities of the images can be either the same or different. The example of intra-subject registration for the same modal images can be found [28], where the breast MR images collected in different time are registered. Inter-subject registration is usually applied to register images of the same modality in order to build models. It can reflect the variation in anatomy from different people. A study of fetal liver shape is done [29], and reported that only five parameters are required to capture 89% of variation in shape.

2.1.3 Rigid and Non-rigid Registration

We can also divide medical image registration into rigid and non-rigid registration based on the underlying obtained transformation. The types of transformation determine whether a registration belongs to a rigid or non-rigid one. If a rigid transformation is used, it is called rigid registration; otherwise it is called non-rigid registration. Rigid transformation has less degree of freedom (parameters). In 2D case, a rigid transformation has only three parameters, one rotation angle and two translation vectors; a 3D rigid transformation has six parameters, three rotation angles and three translation vectors on each axis. Rigid registration is used when the subject in the medical images can be seen as a rigid object, i.e. Such as the human brain of the same patient on CT or MR images. Non-rigid transformation has more degrees of freedom. Affine transformation is a simple non-rigid transformation. In a 3D case, it has twelve parameters to describe translation, rotation, scaling and shearing on each axis. Non-rigid registration is used when the subjects on the medical images have deformation, i.e. abdominal organs or anatomic change due to long time duration.
### 2.2 Registration Methodology

Medical image registration can be formalized as an optimization problem to find the parameters of a spatial transformation on two medical images. It can maximize or minimize at a certain cost function. According to different ways to calculate the cost function, medical image registration can be divided into three categories which are point-based, surface-based and intensity-similarity based registration [3], [4].

#### 2.2.1 Point-Based Registration Methods

We denote a spatial transformation as \( T(x|u) \), where \( x \) is the coordinate of a point and \( u \) is the parameter of the transformation. A point-based method is to determine the parameter of the transformation from two sets of points, \( X = \{x_1, x_2, \ldots, x_N\} \) and \( Y = \{y_1, y_2, \ldots, y_N\} \), which are the corresponding points determined manually or automatically before registration on two images. These corresponding points are sometimes called homologous landmarks to emphasize that they should represent the same feature in the different images. They can either be anatomical features or marks attached to the patients. The parameter \( u \) can be calculated by resolving the Procrustes problem which is an optimal fitting problem of least square: to minimize the cost function of \( G(u) = \sum_{i=1}^{N} \| T(x_i|u) - y_i \|^2 \). It is a known solution when the transformation is for a rigid-body. A matrix representation of the rotational part can be computed using singular value decomposition (SVD) [5]. This approach is used not only for the medical image registration [6], [7] but also for construction of statistical shape models.

#### 2.2.2 Surface-Based Registration Methods

Boundaries or surfaces of tissues or organs are usually more distinct than landmarks in medical images, since two kinds of tissues usually have contrast intensities in some imaging modalities, i.e. MR. Additionally, various segmentation methods can accurately locate the high contrast surfaces. These two reasons provide the research for the surface-based registration methods. A method called head and hat algorithm which is proposed in the works [13], [14]. In this method, the transformation is determined by iteratively transforming a list of unconnected 3D points of a surface referred as hat with respect to the head surface from the higher resolution modality. This method is successfully used in the registration of head [14] and heart [15]. The performance of head and hat algorithm can be improved by using a distance transform to preprocess the head images. A widely-used distance transform is the
chamfer filter proposed in [16] and this kind of approach is used for rigid-body registration in the works [17], [18]. Additionally, Euclidean distances transforms can also be used in place of the chamfer transform [19]. Another surface-based registration method is called iterative closest point (ICP). It is proposed in [2] and firstly not designed for medical imaging application. ICP is an iterated method to determine the transformation for two set of points. In the each iteration, the first step is to determine the corresponding point by finding the closest points according to the transformation calculated in the last iteration and then the transformation can be calculated by resolving the Procrustes problem. The iteration is terminated when the change of the mean square error of the two points set in two consecutive steps which are below to a certain threshold. It is probably that ICP is the most widely used surface-based registration method for medical imaging application [20], [21], [22].

2.2.3 Intensity-Similarity Based Registration Methods

In recent years a number of robust and accurate algorithms have been devised that use the intensities in two images alone without any requirement to segment or delineate corresponding structures. These are often collectively referred to as an intensity-similarity based registration. As these algorithms have been so successful, we abbreviately illustrate these algorithms as followings.

Intensity-similarity based registration can determine the transformation by considering the relationships of the intensities (voxels or pixels) on the medical images directly, so it does not need the preprocessing to obtain landmarks or surfaces. It is different from the point-based and surface-based methods. This kind method doesn’t need any complicate preprocessing and can make the registration easily to be performed automatically.

![Fig 2.1: Framework of medical image registration](image)

Fig 2.1 shows the framework of the image-to-image registration process and the
interconnection between each phase. The image which is not changed during registration is called fixed image; and the other image is called moving image. In the each iteration, the moving image is firstly transformed by transformation according to the parameter of the current time. After interpolation, the fixed image and the transformed moving image are then used to calculate the intensity-similarity based cost function which can evaluate whether the two images are registered or not under the current parameter of transformation. If the images are not registered, an optimization method will adjust the parameter and a new iteration will start.

It can be seen that there are four main aspects for intensity-similarity based registration, which are transformation, interpolation, criterion and optimization. We will give the brief reviews for all the four aspects in the following sections. Before the review, we will first describe the mathematical notation.

A transformation is denoted as $T$ and its parameters are denoted as $u$. Using the language of geometry, this transformation is a spatial mapping. We can consider the mapping $T$ that transforms a point or position $x$ on one image to get a new point or position $x'$ on the other image according to parameters $u$.

$$T : x \rightarrow x' \Leftrightarrow T(x | u) = x'$$

(2.1)

Let the fixed and moving images to be $f_F$ and $f_M$ respectively. $f_F(x)$ And $f_M(x)$ mean the intensity value of the position $x$ on the two images. We use $I(f_F, f_M | u)$ the notation to represent the intensity-similarity based cost function which is calculated from the fixed and moving images when the parameter of transformation is $u$. The optimization framework can be expressed by equation (1.2) which means to seek the optimal parameter $u_{opt}$ that is able to maximize (or minimize) the cost function.

$$u_{opt} = \arg \max_u I(f_F, f_M | u) \text{ or } u_{opt} = \arg \min_u I(f_F, f_M | u)$$

(2.2)

2.3 Relative Algorithms

Our works rely on intensity-similarity based method which was illustrated in Fig 2.1. This method contains several different relative algorithms to achieve an iterative mechanism for
obtaining a good result of registration. In this section, we abbreviate summarize the relative algorithms which are usually used for intensity-similarity based method.

### 2.3.1 Transformation

The final goal of registration is to obtain a mapping from the coordinate system of one image into the coordinate system of another image. This mapping is termed as a transformation. Transformation can be divided into two categories which are rigid and non-rigid transformation. We given a briefly review on them in this section.

#### 2.3.1.1 Rigid Transformation (Global Transformation)

Rigid transformation is usually based on mathematical forms. There are two popular rigid transformations, one is rigid transformation method, and the other is affine transformation.

A. Rigid Transformation

In the case of 3D rigid transformation, a transform \( T_{\text{rigid}} (x) \) is typically defined by a set of transform parameters, \( u \), which has three parameters. The parameters \( t_x, t_y, \) and \( t_z \) define a translation, while the parameter \( \theta \) defines a rotation angle. Given a point, \( x = [x, y, z]^T \), and an rotation center, \( \mathbf{c} = [c_x, c_y, c_z]^T \), in the coordinate system of image, the 2D rigid transformation, \( T_{\text{rigid}} : x = [x, y, z]^T \mapsto x' = [x', y', z']^T \), can be expressed by equation (2.3).

\[
\begin{align*}
\mathbf{x}' &= T_{\text{rigid}} (\mathbf{x}) = \mathbf{R}(\mathbf{x} - \mathbf{c}) + \mathbf{t} + \mathbf{c}, \\
&= \begin{pmatrix}
\cos \theta_z & \cos \theta_y \sin \theta_z - \sin \theta_z \cos \theta_x & \sin \theta_y \sin \theta_z + \cos \theta_z \cos \theta_x \\
\cos \theta_x \sin \theta_z & \cos \theta_x \cos \theta_z - \sin \theta_x \sin \theta_y & \sin \theta_x \sin \theta_z + \cos \theta_x \cos \theta_y \\
-\sin \theta_z & \cos \theta_y & \cos \theta_y \\
\end{pmatrix}
\begin{pmatrix}
x - c_x \\
y - c_y \\
z - c_z \\
\end{pmatrix}
+ \begin{pmatrix}
t_x + c_x \\
t_y + c_y \\
t_z + c_z \\
\end{pmatrix}
\end{align*}
\]

(2.3)

Where \( \mathbf{R} \) is a rotation matrix which is calculated from the rotation angle \( \theta = [\theta_x, \theta_y, \theta_z]^T \).
and the translation vector \( t = [t_x, t_y, t_z]^T \).

B. Affine Transformation
Though, affine transformation can be considered as a simple non-rigid transformation, we classify it as a family of rigid registration. In the 3D case, it has 12 degrees of freedom. Its definition can be expressed by equation (2.4).

\[
T_{\text{Affine}}(x) = A_x + t = \begin{pmatrix}
    a_{11} & a_{12} & a_{13} \\
    a_{21} & a_{22} & a_{23} \\
    a_{31} & a_{32} & a_{33}
\end{pmatrix}
\begin{pmatrix}
    x \\
    y \\
    z
\end{pmatrix}
+ \begin{pmatrix}
    t_x \\
    t_y \\
    t_z
\end{pmatrix}
\]  
(2.4)

2.3.1.2 Non-rigid Transformation (Local Transformation)

The non-rigid transformations can be divided into two types. One type is called Free-form deformation (FFD), which is based on B-spline. Another type is called Thin-plate spline (TPS), which is based on radial-basis functions. Here, we review the FFD and the TPS.

A. Free form deformation
Free form deformation is also called cubic B-spline based free form deformation (FFD). FFD is widely used for animations in computer graphics. It is based on locally controlled functions such as B-splines and has been successfully applied for image registration [29], [30]. The basic idea of FFD is to deform an object by manipulating an underlying mesh of control points. B-spline transformation is defined on a regular mesh of control points with uniform spacing. Fig 2.2 shows a 2D example of B-spline transformation.

![Fig 2.2: Example of 2D B-spline transformation](image)
Let \( \rho = [\rho_x, \rho_y]^T \) to be the spacing of the control points along each axis, the coordinate of a control point can be expressed by \( \varphi_j = [\varphi_{j,x}, \varphi_{j,y}]^T = [i\rho_x, j\rho_y]^T \), where \( i, j \) are the sequence number of the control points. Given the coefficients (translations) of the control points denoted as \( \lambda_j = [\lambda_{j,x}, \lambda_{j,y}, \lambda_{j,z}]^T \). The coefficients of the control points, \( \lambda_j \), are the parameters of B-spline transformation. Since the cubic B-spline kernel has the width of four, the deformation of each point is only determined by the coefficients of its neighboring 64 control points. This means the B-spline transformation has the ability to control the localized deformation.

For more pragmatic, the 3D B-spline transformation of a point \( \mathbf{x} \) can be expressed by equation (2.6).

\[
T_{B\text{-spline}}(\mathbf{x}) = \sum_{j,k} \left( \lambda_{j,k,x} \beta_3^x \left( \frac{x - \varphi_{j,k,x}}{\rho_x} \right) \beta_3^y \left( \frac{y - \varphi_{j,k,y}}{\rho_y} \right) \beta_3^z \left( \frac{z - \varphi_{j,k,z}}{\rho_z} \right) \right)
\]

(2.5)

Where \( \beta_3^s(s) \) is the cubic B-spline kernel defined by equation (2.7).

\[
\beta_3^s(s) = \begin{cases} 
(1/2)s^3 - |s|^2 + 2/3, & \text{if } 0 \leq |s| < 1 \\
-(1/6) |s|^3 + |s|^2 - 2s + 4/3, & \text{if } 1 \leq |s| \leq 2 \\
0, & \text{otherwise}
\end{cases}
\]

(2.6)

B. Thin-plate spline transformation
The use of thin-plate spline (TPS) interpolation as point-based elastic registration method of medical images was proposed [32]. This method based on an analogy to the approximate shape of thin metal plates deflected by normal forces at discrete points. The transformation based on thin-plate splines is determined which maps the source and target landmarks.
exactly to each other.

We briefly introduce point based registration with TPS transformation in the general context of 3D image in this section. For \( N \) pairs of landmarks \((x, y, z) \rightarrow (x', y', z')\), 12+3N coefficients (12 affine and 3N coefficients of radial-basis functions) have to be found to satisfy equation (2.7).

\[
x' = a_0 + a_1 x + a_2 y + a_3 z + \sum_{i=1}^{N} F_i r_i^2 \ln r_i^2
\]

\[
y' = b_0 + b_1 x + b_2 y + b_3 z + \sum_{i=1}^{N} G_i r_i^2 \ln r_i^2
\]

\[
z' = c_0 + c_1 x + c_2 y + c_3 z + \sum_{i=1}^{N} L_i r_i^2 \ln r_i^2
\]

(2.7)

Where \( r_i^2 = (x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2 \) and \( x_i, y_i \) are the coordinates of the landmark \( i \). If we have \( N \) pairs landmarks, we will have 3N equations of Eq.2.7 with different landmarks. Then, \((x', y', z')\) can be computed for every point in the image by adding following 12 equations (see equation 2.8).

\[
\sum_{i=1}^{N} F_i = 0 \quad \sum_{i=1}^{N} F_i = 0 \quad \sum_{i=1}^{N} L_i = 0
\]

\[
\sum_{i=1}^{N} x_i F_i = 0 \quad \sum_{i=1}^{N} x_i F_i = 0 \quad \sum_{i=1}^{N} x_i L_i = 0
\]

\[
\sum_{i=1}^{N} y_i F_i = 0 \quad \sum_{i=1}^{N} y_i F_i = 0 \quad \sum_{i=1}^{N} y_i L_i = 0
\]

\[
\sum_{i=1}^{N} z_i F_i = 0 \quad \sum_{i=1}^{N} z_i F_i = 0 \quad \sum_{i=1}^{N} z_i L_i = 0
\]

(2.8)

The (12+3N) parameters of TPS are computed by solving the above (12+3N) linear equations. In other words, TPS also has close-form solution for parameter estimation. TPS behaves well for point based registration, but it requires corresponding landmarks for solving the linear equation for obtaining the parameters of transformation. Since it is difficult to find corresponding landmarks in medical images, TPS is not very suitable for medical image registration. On the other hand, FFD do not need any corresponding landmarks and can be solved as an optimization problem by using intensity-based similarity (which will be
So FFD is widely used for non-rigid registration of medical images. In this thesis, we only use FFD for non-rigid registration.

2.3.2 Interpolation

Interpolation is used to generate the transformed moving image during registration. When we transform a point by the spatial transformation, the coordinates of the transformed point usually will fall on a non-grid position in the target image. Since an image is defined on the grids whose coordinates are integral numbers; we can’t directly retrieve the intensity value on a point with floating coordinates (See Fig 2.3). In this situation, we can use interpolation to estimate the intensity value of that point from its neighboring points with integral coordinates.

Fig 2.3: The grid coordinate system and the non-grid positions which are caused by transformation

A. Nearest neighbor interpolation

The simplest way is called nearest neighbor (NN) interpolation where the intensity value of a point is assigned as the value of the nearest point with the integral coordinate. The NN method can be performed by Fig 2.4.
B. Linear interpolation

Linear interpolation is a widely used method in image registration. In 2D case, it is called bilinear interpolation. In bilinear interpolation, the intensity value of a point is calculated by the linear summation from its four neighbors (See Fig 2.5).

\[
\begin{align*}
f(x, y) &= f(\lfloor x \rfloor, \lfloor y \rfloor) \cdot (1-a) \cdot (1-b) \\
&+ f(\lfloor x \rfloor+1, \lfloor y \rfloor) \cdot a \cdot (1-b) \\
&+ f(\lfloor x \rfloor, \lfloor y \rfloor+1) \cdot (1-a) \cdot b \\
&+ f(\lfloor x \rfloor+1, \lfloor y \rfloor+1) \cdot a \cdot b
\end{align*}
\]

Fig 2.5: The 2D bilinear interpolation method

Linear interpolation is more accurate than NN method and its calculation is efficient.

A survey on interpolation methods is applied at medical image processing [31]. It suggested that cubic B-spline interpolation was the best one considering the accuracy and computing cost. We also tried cubic B-spline interpolation in registration but we found its result was similar to linear interpolation and it needed more time for calculation. Therefore, linear interpolation is applying at this research.
2.3.3 Similarity Criterion

There are many functions of criteria that have been used as the basis for aligning of two images. These criteria functions can be divided into landmark-based, segmentation-based, and intensity-based method. Our works focus on intensity-based methods, because they are more flexible than the others. These kind methods operate directly on the image intensity, so they are also called as a pixel-based or voxel-based method. From another perspective view point, intensity-based method involves minimizing or maximizing a cost function that measures the similarity between the image intensity of corresponding points of two images.

A. Sum of squared intensity difference

One of the simplest intensity similarity based on cost function is the sum of squared intensity difference (SSD) between two medical images which should be minimized during registration. It can be defined by equation (2.9).

\[ I_{SSD}(f_F, f_M|u) = \frac{1}{N} \sum_{x \in V} (f_F(x) - f_M(T(x|u)))^2 \]  

(2.9)

Where \( x \) is a set of points in the overlapping region \( V \) of the fixed and moving image? SSD is based on the strict assumption that the two images only differ from the Gaussian noise; however this is not the truth for medical images, especially for the multi-modality images. Therefore, this method can be only used for the mono-modal registration, such as the registration of serial MR images [23] [24].

B. Mutual Information

Majority of researches, recently, focus on biomedical image registration utilizes information theoretic of intensity-similarity measures. Mutual information (MI) has been shown to be robust for multi-modality registration, and does not depend on the specific dynamic rang or intensity scaling of images [25], [26], [27]. This research method is based on Shannon definition entropy to use to measure the amount of information contained of signals. Given the probability density function of a signal \( p(a) \), the contained information can be calculated by the Shannon's entropy \( H \), shown by equation (2.10).

\[ H = -\sum_a p(a)\log_2 p(a) \]  

(2.10)
Mutual information can measure the information which contained on both two images. It is assumed that when two images are registered that their mutual information can achieve to the maximum volume. Mutual information of two images can be calculated by three entropies of equation (2.11).

\[
I_{\text{MI}}(f_F, f_M | u) = H(f_F) + H(f_M | u) - H(f_F, f_M | u)
\]

\[
= -\sum_m p_F(m) \log_2 p_F(m) - \sum_n p_M(n | u) \log_2 p_M(n | u) + \sum_m \sum_n p(m, n | u) \log_2 p(m, n | u)
\]

(2.11)

Where \( H(f_F) \) and \( H(f_M | u) \) are marginal entropies of the fixed and transformed moving images respectively; and \( H(f_F, f_M | u) \) is the joint entropy of the two images under the transformation parameter \( u \). It can be seen that the three entropies are calculated respectively from two marginal histograms (probability density functions), \( p_F(m) \) and \( p_M(n | u) \), and the joint histogram \( p(m, n | u) \). Actually, both of the two marginal histograms can be determined from the joint histogram by equation (2.12). It can be seen that the fixed marginal histogram is not related to the transformation parameter \( u \). This is because that the fixed image is not changed during the registration.

\[
p_F(m) = \sum_n p(m, n | u)
\]

\[
p_F(n | u) = \sum_m p(m, n | u)
\]

(2.12)

From equation (2.11) to (2.12) formula processing, it can be concluded that mutual information is actually determined only from the joint histogram \( p(m, n | u) \). In order to know how mutual information works, we need to understand what is the joint histogram. The joint histogram is determined by the transformation parameter \( u \). During the registration, if the parameter is changed, the joint histogram is also changed. The two variables \( m, n \) of \( p(m, n | u) \) are the intensity bins of the fixed and moving images. The calculation of joint
histogram can be illustrated by Fig 2.6. The $x$ is a point on the fixed image and the intensity value on this position of $m$, where $m = f_F(x)$. When the transformation parameter is $u$, the point $x$ will be transformed into the coordinate system of moving image and this transformed position is $x'$, where $x' = T(x|u)$. The intensity value on $x'$ in the moving image is $n$, where $n = f_M(x')$. Then the value on the position $(m,n)$ in the joint histogram will be increased by 1, where $p(m,n|u)++$. This process is terminated until all the samples are used and then the joint histogram of the fixed and moving images under the parameter $u$ can be calculated. It should be noted that only corresponding point pairs inside the overlapping region ($x$ should be inside the region of the fixed image and meanwhile $x'$ also should be inside the region of the moving image) can be used for the calculation of joint histogram.

Fig 2.6: Illustrations on calculation of joint histogram

### 2.3.4 Optimization

Optimization methods of registration are usually adopted to approach the maxima or minima of the cost function by gradually adjusting the parameters of transformation. Generally, there are two kinds of optimization methods which are the gradient and non-gradient based methods. For gradient-based methods, we need to calculate the gradient of the cost function. This gradient-based information is used for adjusting the parameters. Usually, gradient-based method can perform fast, especially when the cost function is smooth and has a large number of parameters. Non-gradient based methods can approach the maxima or minima of the cost function without calculating the gradient. When the gradient is difficult to be calculated, this method is more desirable. But non-gradient based method usually will cost more time for convergence. We will briefly review some of the most widely used optimization methods in the following section.

#### 2.3.4.1 Non-Gradient Based Optimization Methods
A. Powell’s Method

Powell’s method is a widely used non-gradient based optimization method. It can be represented as the iterated framework shown by equation (2.13).

\[ \mathbf{u}_{i+1} = \mathbf{u}_i + \lambda_i \mathbf{d}_i \]  

(2.13)

Where \( \mathbf{d}_i \), a set of is conjugate searching directions; and \( \lambda_i \) is the searching step length which can be determined by searching the minimum from the last iteration position \( \mathbf{u}_i \) along the direction \( \mathbf{d}_i \).

In Powell’s method, the searching directions are constructed by a basic iterative procedure which requires \( N + 1 \) times iterations of linear minimization. The linear minimization can be seen as a 1-dimension problem and it can be resolved by Brent’s method [35]. It can be shown that if the cost function is a quadratic function, the minimum can be achieved by \( N(N+1) \) times of linear iterations.

B. Genetic Algorithm

A genetic algorithm (GA) \([32][33]\) is a global search technique used in computing to find true or approximate solutions to optimization and search problems. This method maintains a population of candidate solutions (chromosomes) for the problem, and makes it evolve by iteratively applying a set of stochastic operators such as inheritance, mutation, selection, and crossover. Each stochastic operations has special particular function: Inheritance is the ability of modeled objects to mate, mutate (similar to biological mutation), and propagate their problem solving genes to the next generation. Mutation randomly perturbs a candidate solution. Selection replicates the most successful solutions found in a population at a rate proportional to their relative quality. Crossover decomposes two distinct solutions and then randomly mixes their parts to form novel solutions. The general algorithm of GA is described as follow:

produce an initial population of individuals
evaluate the fitness of all individuals
\textbf{while} termination condition not met \textbf{do}
select fitter individuals for reproduction
recombine between individuals
mutate individuals
evaluate the fitness of the modified individuals

generate a new population

End while

The advantage of GA is that it can solve every optimization problem which can be described with the chromosome encoding, and weekly depend on initial state. Although GA is an advanced method for global optimization, it requires huge computation cost because of slow astringency, and still falls into local resolution since lacking the fine tuning capabilities or precocity.

2.3.4.2 Gradient Based Optimization Methods

A. Gradient Descent

In this research exploration, it prefers to use gradient-based optimization method in registration. The simplest one is gradient descent (GD) which can be expressed by equation (2.14).

\[
\mathbf{u}_{i+1} = \mathbf{u}_i + \lambda \nabla I_i
\]  

(2.14)

Where \( \nabla I_i \) is the gradient of the cost function \( I \) when the parameter is \( \mathbf{u}_i \), \( \lambda \) is the step length.

The main idea of gradient descent is that we can minimize the cost function value if we adjust the parameters along the direction which is opposite to the current gradient. The rationale is that the gradient cost function always points to the direction while the value of cost function increases.

The step length is important for gradient descent. It is a fixed value during the optimization. If it is too small, it will take a long time before cost function approaches to a local minimum; however, if it is too large, there will be an oscillation. There is not a fixed method to choose the step length and usually it can be determined only according to some experiences or several times attempts to try and test. So it is more desirable to find a more smart method which can adjust the step length by itself. Regular step gradient decent is a more clever method which overcomes the oscillating problem of gradient descent. It is also searching the minima along the opposite direction of gradient; however it has a scheme to adjust the step length by itself which can be described by equation (2.15).
\[
\begin{align*}
\text{if } \nabla I_{i-1}^T \cdot \nabla I_i \leq 0 & \quad \Rightarrow \lambda_i = \frac{\lambda_{i-1} - 1}{2} \\
\text{if } \nabla I_{i-1}^T \cdot \nabla I_i > 0 & \quad \Rightarrow \lambda_i = \lambda_{i-1}
\end{align*}
\] (2.15)

Where \(\nabla I_{i-1}\) and \(\nabla I_i\) are the gradients of cost function in the two consecutive iteration times.

The inner product of the gradients in the two consecutive iterations is used to judge whether a minimum is passed over. If the minimum is not encountered, the step length will stay as the same. When the inner product is less than zero, the gradient direction in the current time is opposite to one another in the last time which means a minimum is just passed over. The step length will be shortened in this situation in order to avoid the oscillation and ensure this local minimum can be captured. This is the main idea of the regular step gradient descent.

**B. Broyden-Fletcher-Goldfarb-Shanno Method**

Broyden-Fletcher-Goldfarb-Shanno Method (BFGS) is one of Quasi-Newton method. In numerical optimization, BFGS is an iterative method for solving unconstrained nonlinear optimization problems. As all Newton method, this method uses a matrix of second order derivatives and gradient to determine search direction to find minimum/maxima of objective function.

The algorithm of BFGS method is explained by following step. First, set an initial parameters \(u_0\) and an approximate Hessian matrix \(B_0 = I\), and a direction \(\Delta u_k\) can be obtained by equation (2.18).

\[
B_k \Delta u_k = -\nabla E(u) \quad \text{(2.16)}
\]

Then, the new parameters \(u_{k+1}\) can be updated by following equation with step-size \(\alpha_k\).

\[
u_{k+1} = u_k + \alpha_k \Delta u_k \quad \text{(2.17)}
\]

In Quasi-Newton methods, the idea is to use matrices which approximate the Hessian matrix.
\( \mathbf{B}_k \) and/or its inverse \( \mathbf{B}_k^{-1} \), instead of exact computing of the Hessian matrix. \( \mathbf{B}_k \) can be updated by:

\[
\mathbf{B}_{k+1} = \mathbf{B}_k + \frac{\mathbf{y}_k\mathbf{y}_k^T - \mathbf{s}_k\mathbf{s}_k^T\mathbf{B}_k}{\mathbf{y}_k^T\mathbf{s}_k}
\]

(2.18)

Where \( \mathbf{S}_k = \alpha_k \Delta \mathbf{u}_k \), and \( \mathbf{y}_k = \nabla E(\mathbf{u}_{k+1}) - \nabla E(\mathbf{u}_k) \).

BFGS is a very fast and efficient optimization algorithm, but not very robust.

### 2.4 Issues of Implementation of Registration

Medical image registration is based on the profound mathematical knowledge and algorithm. Moreover, there are some tricks to implement registration method. It is necessary to in light of some to implement the registration process. The details are illustrated at the following section.

#### 2.4.1 Rotation Center

How to choose rotation center is a very important method in image registration process. Facing different ways of choosing the rotation centers can make the results quite different. In Fig. 2.7 illustrates the effect on rotation angles when different rotation centers are selected. It can be clearly view that even though it is the same rotation the result of rotation angles is different when we choose different rotation centers. The angle, \( \theta \), is smaller than the angle, \( \theta' \).

If the rotation center is chosen too far away, however, there are some dangers arising when we do registration. This is due to a small change on the rotation angles which will result in large rotation in this situation. Remember that it needs to gradually adjust the parameters of transformation during registration. If such an adjustment is too large, it will get unreasonable result and registration will be failed. We also can not choose the rotation centers which are too near. This is because the rotation is slowly if we adjust the rotation angles in this situation. Optimization can be easy to be trapped into local minima (maxima).
Fig 2.7: Effect on rotation angle

Usually there are two kinds of methods to set the rotation centers. One is to choose center of the fixed image as the rotation centers. The other is to choose the gravity center of the fixed image. In 2D case, the gravity center $x_c = [x_c, y_c]^T$ can be calculated by equation (2.15).

$$
\begin{align*}
    x_c &= \frac{\sum_{x,y} x \cdot f_F(x, y)}{\sum_{x,y} f_F(x, y)} \\
    y_c &= \frac{\sum_{x,y} y \cdot f_F(x, y)}{\sum_{x,y} f_F(x, y)}
\end{align*}
$$

(2.18)

### 2.4.2 Initial Values

The optimization of registration is an iterated way to adjust the parameters to make the cost function approach to reach the minima or maxima level. We need to set initial values for the parameters to let iterated methods at the beginning process. If good initial values are chosen, the optimization can converge very fast; however if bad values are given, the convergence is very slowly and even the registration can be failed.

Usually we use the following method to choose the initial values for parameters of rigid transformation. The initial translations are set as the difference between two gravity centers on the fixed image and moving image. The initial rotation angles are all set to be zero degree under the assumption that usually the rotation difference on the two medical images is not too large. For non-rigid registration, usually we first process rigid registration first. Then, the
results of rigid registration will be used as the initial values for the parameters of non-rigid registration. This can usually ensure the non-rigid registration will reach the reasonable results.

Another method is to determine the initial values according to some corresponding points. We need to determine some corresponding points before registration. By using the point-based method, a rough registration can be done and the results can be used as the initial values for following fine registration. But usually, it is difficult to find the reliable corresponding points in advance.

2.4.3 Partial Derivatives

If gradient-based optimization methods are adopted in registration, we need to calculate the gradient of the cost function. In this calculation, we usually need the partial derivatives of images with respect to each coordinate. Based on our experience, the best way to calculate image derivatives is to convolve image with the partial derivatives of a Gaussian kernel. For the 2D case, this can be expressed by equation (2.16).

\[
\begin{align*}
\frac{\partial f(x, y)}{\partial x} &= f(x, y) \otimes \frac{\partial G(x, y)}{\partial x} \\
\frac{\partial f(x, y)}{\partial y} &= f(x, y) \otimes \frac{\partial G(x, y)}{\partial y}
\end{align*}
\]  

Where \(G(x, y)\) is denoted as the 2D Gaussian kernel and the notation of \(\otimes\) means the operation of convolution.
Reference of Chapter 2


[29] C.F. Ruff, S.W. Hughes and D.J. Hawkes, Volume estimation from sparse planar images


Chapter 3

Hybrid Particle Swarm Optimization and Its Application to Multimodal 3D Medical Image Registration

3.1 Introduction

In the area of medical image analysis, multi-modality 3D image registration is an important issue [1]. The propose of image registration is to register a target image (moving image) to a reference image (fixed image) so that we can combine the information of two images to obtain more detailed information or some specific features. For example, the PET image usually shows metabolic activity of organs and abnormal tissues clearly but leaks the texture of organ tissues. On the other hand, the MR image is described by more complex intensities to represent the texture of organ tissues more clearly. If we implement the MR-PET image registration to combine the information of two images which are different modality, then we can get the accurate shape, volume, and location of abnormal tissues form the registered image. This application is very ponderable contribution and very helpful for medical diagnosis or for surgeon to perform surgical operation.

The processing of registration can be seen as an iterated optimization framework and it can be divided into 3 parts: transformation, cost function, and optimization. In the each iteration, the target image is firstly transformed by transformation according to the parameter of the current time. Then, the reference image and the transformed target image are used to calculate the cost function which can evaluate whether the two images are registered or not under the current parameter of transformation. If the images are not registered, an optimization method will be used to adjust the parameters and a new iteration will start. We have performed non-rigid registration with a very good result by modifying the cost function in our previous achievement [2]. Now, we try to find an advance optimization method to improve the accuracy of registration problem.

The application of registration can be classified by dimensionality of image, modality of image, and model of transformation. There are 2D to 2D, 3D to 2D, and 3D to 3D image registration
for many different applications. The 3D to 3D image registration usually needs to estimate more parameters than the 2D to 2D image registration, so it does require a more advance optimization. Then, if two images which have different scope of intensity have to be registered, such as CT-MR registration, it is called multi-modality registration. On the other hand, if register two image which have same range of intensity, it is called mono-modal registration. Depend on the modal of registration, the different cost function have been used, such as the sum of squared intensity difference (SSD) for mono-modal registration or mutual information (MI) for multi-modality registration. Moreover, the model of transformation determines whether a registration belongs to rigid or non-rigid one. If target objects which we want to register them with different shapes or deformable image such as liver, the non-rigid transformation is used, it is called non-rigid registration; otherwise it is named a rigid registration. Our research work which is described in this paper is focus on rigid multi-modality 3D medical image registration and it is a marvelous challenge to complete difficult task.

As our previous explaining, we estimate the parameter of transformation by optimizing a cost function (similarity metric) in the processing of registrations. Some local optimization techniques, such as the gradient decent method, are frequently used for medical image registrations [3] [9]. However, since the transformation parameters are generally non-convex and irregular, this kind of methods require very good initial values in order to avoid the local minimum.

To overcome the local resolution problem, the genetic algorithm (GA), which is one of the global optimization techniques, has been proposed for medical image registrations [4]. Although GA is an advanced method for global optimization, it requires consuming a huge computation time and lacks of fine tuning capabilities. It needs a more powerful approach to solve this problem. Particle swarm optimization (PSO) is a new global optimization technique. This method is a stochastic, population-based evolutionary computer algorithm [5] [6]. PSO is an extremely simple algorithm and it seems to be more effective for optimizing a wide range of functions, and has been shown very effective for 2D rigid image registration [7], but it is less diversity compare with GA [14].

In our experiments, we found that conventional GA and PSO can't find the global optimum resolution well, when it faces to estimate a huge number of parameters and large geometric difference between two images. Thus, we propose a new approach named hybrid particle swarm optimization (HPSO) by combining both idea of PSO and GA. This research shows the experimental results with both mathematical test functions and medical volume data, and it
is demonstrated that the proposed HPSO performs much better results than conventional gradient decent, GA and PSO methods, especially for the 3D image registration with large geometric difference between two images. Furthermore, we also applied our research method to 2D non-rigid registration and show the experimental results in this article.

The chapter is composed as follows: the particle swarm optimization (PSO) and the proposed hybrid particle swarm optimization (HPSO) are presented in Sec 3.2, the experimental results with both mathematical test functions and medical volume data are presented in Sec 3.3, finally, the conclusion and future works are given in Sec 3.4.

3.2 Hybrid Particle Swarm Optimization

In this section, we propose a new approach named hybrid particle swarm optimization (HPSO) for 3D rigid medical volume registration. For describing more detailed, we show the traditional PSO first.

3.2.1 Particle Swarm Optimization

Swarm Intelligence (SI) is an innovative distributed intelligent paradigm for solving optimization problems. Particle Swarm Optimization (PSO) incorporates swarming behaviors observed in flocks of birds, schools of fish, or swarms of bees, and even human social behavior. This method is also a stochastic, population-based evolutionary computer algorithm which can be implemented and applied easily to solve various function optimization problems. The main strength of PSO is its fast convergence, which compares favorably with many global optimization algorithms such as GA. For applying PSO, one of the key issues is finding how to map the problem solution into the PSO particle, which directly affects its feasibility and performance.

![Fig 3.1: The illustrations of PSO simulation](image-url)
The Fig 3.1 shows the basic idea of PSO. Assume an extent diffuse population existing which is called a swarm and an individual member of the swarm, now is termed as a particle. A particle can be imaged as a point which is searching optima position in a D-dimensional search space. A group of particle tent to cluster at a position where optimized results are identified. Therefore, to achieve particle swarm optimization, each particle adjusts its moving speed dynamically corresponding to the previous experiences of itself and its colleagues for finding the optimized position. The movement of each particle is shown in Fig 3.2.

Each particle remembers its best value so far \( (p_{\text{best}}) \) and its position. Moreover, each particle knows the best value so far in the group \( (g_{\text{best}}) \) among all \( p_{\text{best}} \). This information is analogy of knowledge of how the other particles around them have performed. Each particle tries to modify its position using the distance between the current position and \( p_{\text{best}} \), and also tend to gather at optimized position with the distance between the current position and \( p_{\text{best}} \).

In each iteration \( t \), the position of particle \( i \) is represented as \( x_i = [x_{i1}, x_{i2}, \ldots, x_{iD}]' \), each particle also maintains a memory of its previous best position is represented as \( p_{\text{best}}' \), and the best position of whole group is indicated as \( g_{\text{best}}' \). Since a particle in a swarm is moving with a velocity, which can be represented as \( v_i = [v_{i1}, v_{i2}, \ldots, v_{iD}]' \). The formula of particle swarm optimization can be represented as follows:

\[
v_{i+1} = w v_i + c_1 \cdot \text{rand}_1 \cdot [p_{\text{best}}' - x_i] + c_2 \cdot \text{rand}_2 \cdot [g_{\text{best}}' - x_i]
\]  

(3.1)
Where $c_1$ and $c_2$ determine the relative influence of the cognitive component and the relative influence of the social component separately. The $rand_1$ and $rand_2$ are the random numbers distributed in the interval $[0,1]$, and are used to maintain the diversity of the population. The $w$ is called as the inertia factor which controls the influence of previous velocity on the new velocity.

$$w(t+1) = w(t) + dw, \quad dw = \frac{w_{\text{min}} - w_{\text{max}}}{T}$$  \hspace{1cm} (3.2)

Finally, current position of each particle can be modified by equation (3.3).

$$x_i^{t+1} = x_i^t + v_i^{t+1}$$  \hspace{1cm} (3.3)

All particles tend to move towards better positions, because the best position (optimum solution) can eventually be obtained through the combined effort of the whole population.

The flowchart of PSO for image registration is shown in Fig 3.3.
3.2.2 Hybrid Particle Swarm Optimization

In this section, we propose a new approach named hybrid particle swarm optimization (HPSO) for 3D rigid medical volume registration. Our method incorporates two concepts of genetic algorithms, which are subpopulation and crossover, into the traditional PSO. We expect that our proposed method will improve the accuracy of registration by taking advantage of subpopulation and crossover. The flowchart of HPSO is shown in Fig 3.4.

**Subpopulation:** The particles are divided into a number of subpopulations. Each subpopulation have own best optimum, $g_{sub\text{-best}_k}$. The process of PSO is done for each subpopulation group. If $g_{sub\text{-best}_k}$ is better than $g\text{-best}$, then $g\text{-best}$ is replaced by the $g_{sub\text{-best}_k}$, where $k$ is the subpopulation number.
Crossover: The $g_{\text{sub-best}}$ is sorted in order with large mutual information. The top two $g_{\text{sub-best}}$ are selected as parents ($x_i$ and $x_j$) for crossover, where $i$ and $j$ are their subpopulation number. The offspring are generated for each by arithmetic crossover, which are shown as follows:

$$x_i' = rand \cdot x_i + (1 - rand) \cdot x_j$$
$$x_j' = rand \cdot x_j + (1 - rand) \cdot x_i$$

3.4 And the velocities are given by:

$$v_i' = v_i V$$
$$v_j' = v_j V$$

$$V = \frac{(v_i + v_j)}{\|v_i + v_j\|}$$

Where $rand$ is a uniformly distributed random number which among 0 to 1. The worst particle in the same subpopulation is replaced by the offspring.

3.3 Experiments and Results

In this section, we perform several registration experiments with both test functions and medical volume data to evaluate the performance of the proposed HPSO technique. Meanwhile, it also performs conventional GA and PSO for comparison. Finally, it implements the parallel technique to reduce computation cost and show the efficiency of our implementation.

3.3.1 Benchmark Function Evaluation

In this part, we apply 4 of Benchmark functions which have different number of parameters to estimate the accuracy of our proposed method. The functions which were used are shown as below:

The functions are commonly used for evaluation experiments and cover a variety of characteristics that affect algorithmic performance [10]. F1 is unimodal with global minimum at center and has 3 parameters to be estimated. F2 is strong epitasis with global minimum at center and has 2 parameters to be estimated. F3 is highly multi-modal with global minimum
at center and has 20 parameters to be estimated. F4 is multi-modal with global minimum at corner and has 10 parameters to be estimated. F3 and F4 are more difficult than F1 and F2, and F3 is the most difficult problem.

$$F1: \quad f(x_i | i = 1,...,3) = \sum_{i=1}^{3} x_i^2 \quad x_i \in [-5.12,5.11] \quad (3.6)$$

$$F2: \quad f(x_i | i = 1,2) = 100(x_i^2 - x_2) + (1 - x_i^2)^2 \quad x_i \in [-2.048,2.047] \quad (3.7)$$

$$F3: \quad f(x_i | i = 1,...,20) = (20 \times 10) + \left[ \sum_{i=1}^{20} (x_i^2 - 10 \cos(2\pi x_i)) \right] \quad x_i \in [-5.12,5.11] \quad (3.8)$$

$$F4: \quad f(x_i | i = 1,...,10) = 1 + \sum_{i=1}^{10} \frac{x_i^2}{4000} - \prod_{i=1}^{10} \cos \left( \frac{x_i}{\sqrt{i}} \right) \quad x_i \in [-5.12,5.12] \quad (3.9)$$

A total of 40 runs of 100 generations each for each function and each method were performed. The population size is 56 for GA, PSO and HPSO, respectively and the number of subpopulation is 4 for HPSO. The relative mean square error between the estimated solutions and real solutions is calculated for each trial. Table 3.1 shows the averaged relative mean square error over 40 trials for each method.

Table 3.1: Averaged relative mean square error over 40 trials for each method

<table>
<thead>
<tr>
<th>Number of parameters</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA(%)</td>
<td>0.09</td>
<td>0.89</td>
<td>70.13</td>
<td>15.62</td>
</tr>
<tr>
<td>PSO(%)</td>
<td>0</td>
<td>0</td>
<td>67.65</td>
<td>11.38</td>
</tr>
<tr>
<td>HPSO(%)</td>
<td>0</td>
<td>0</td>
<td>11.49</td>
<td>1.64</td>
</tr>
</tbody>
</table>

As shown in Table 3.1, both PSO and HPSO can get perfect solutions and GA can also get a reasonable result for F1 and F2 in which the number of parameters are only 3 and 2,
respectively. On the other hand, as increasing the number of parameter (F3 and F4), both conventional GA and PSO fail to get a reasonable results especially for F3, while the proposed HPSO can get perfect solutions even for F3 and performs much better results than conventional GA and PSO.

According to our experiments, we also found that our method is strongly affected by the number of subpopulations. The Fig. 3.5 shows the average square error of experiments which evaluate the F3 for 40 runs in different number of subpopulations: all of experiments which use 5600 particles have been set. We can see that the curve of average square error is getting down when the number of subpopulations is increased. This result indicates that our HPSO method can provide higher accuracy while using more subpopulation. Judging by our experimental results, the best number of subpopulation for our method is 8.

![Fig 3.5: The curve of average square error shows more subpopulations will increase the accuracy of our method](image)

### 3.3.2 Medical Volume Registration

In this section, we perform several registration experiments with medical volume phantom data to evaluate the performance of the proposed HPSO technique.

(A) Simulation Data

Firstly, it uses some simulate data to test our proposed. Fig.3.6 shows some slices of our test
data for 2 experiments which have different transformation parameters. The size of each volume is resized by $128 \times 128 \times 15$, and the spacing of each volume is $2.59 \times 2.59 \times 8.0$ (mm).

Fig 3.6: (a) MR volume (fixed image data); (b) CT volume (moving image data) of experiment 1 ((b) to (a)); (c) CT volume (moving image data) of experiment 2 ((c) to (a))

These simulate data is made by specific parameters which we give it, so that we can easily estimate the result of registration parameters by using these answers (ground truth). Table 3.2 and Table 3.3 show the comparative results of our HPSO and the previous method (GA and PSO), that the diff is defined as difference between experimental results and ground truth. According to the experimental results which are shown above, we realize our proposed method can provide more exact result of registration parameters than conventional method. This is the first evidence to prove that our HPSO is a better optimization approach.
Table 3.2: Comparison result of registration parameters ((b) to (a))

<table>
<thead>
<tr>
<th></th>
<th>Translation</th>
<th></th>
<th>Rotation (Degree)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_x$</td>
<td>$T_y$</td>
<td>$T_z$</td>
<td>diff</td>
</tr>
<tr>
<td>Answer</td>
<td>20.0</td>
<td>10.0</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>GA</td>
<td>-2.6</td>
<td>-13.3</td>
<td>-0.01</td>
<td>10.84</td>
</tr>
<tr>
<td>PSO</td>
<td>-4.84</td>
<td>-9.95</td>
<td>0.09</td>
<td>10.64</td>
</tr>
<tr>
<td>HPSO</td>
<td>20.04</td>
<td>11.16</td>
<td>1.75</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison result of registration parameters ((c) to (a))

<table>
<thead>
<tr>
<th></th>
<th>Translation</th>
<th></th>
<th>Rotation (Degree)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_x$</td>
<td>$T_y$</td>
<td>$T_z$</td>
<td>diff</td>
</tr>
<tr>
<td>Answer</td>
<td>10.0</td>
<td>5.0</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>GA</td>
<td>5.33</td>
<td>0.21</td>
<td>0.50</td>
<td>2.29</td>
</tr>
<tr>
<td>PSO</td>
<td>-4.84</td>
<td>2.25</td>
<td>-0.03</td>
<td>2.05</td>
</tr>
<tr>
<td>HPSO</td>
<td>9.98</td>
<td>5.11</td>
<td>1.83</td>
<td>0.07</td>
</tr>
</tbody>
</table>

(B) Clinical Data

The Vanderbilt database [11] is also used to evaluate the performance of our proposed HPSO (see Fig 3.7). This database gives both multi-modality brain volumes and their marker-based golden standard transforms. These rigid transforms are determined by marker-based prospective registration techniques and represented by eight couples of 3-D points on both of two medical volumes. Such a golden standard transform can be considered as a ground truth (correct one). The size of each volume is resized to, $256 \times 256 \times 29$ and the spacing of each volume is $1.25 \times 1.25 \times 4.0$ (mm).

Fig.3.7: (a) A slice of CT image of Vanderbilt database; (b) A slice of MR image of Vanderbilt database
At this point, we try gradient decent method, GA, PSO and HPSO on CT to solve MR registration problem. A total of 3 runs with different random initial values for each method were performed. Eq 3.13 is used to compare the registration accuracy between transformed landmarks in moving image \( T(x_{Mi} | u) - x_{Fi} \) and landmarks in fixed image \( x_{Fi} \).

\[
e = \frac{1}{8} \sum_{i=1}^{8} \left\| T(x_{Mi} | u) - x_{Fi} \right\|
\]

(3.10)

The averaged accuracy of registration results for each method is shown in Table 3.4. It can be prove that this research proposed HPSO performs have much better results than conventional gradient decent method, GA and PSO.

<table>
<thead>
<tr>
<th>gradient decent</th>
<th>GA</th>
<th>PSO</th>
<th>HPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.62</td>
<td>9.75</td>
<td>8.89</td>
<td>2.36</td>
</tr>
</tbody>
</table>

### 3.3.3 2D Non-rigid Registration

The problem for application of HPSO to 3D non-rigid registration is its large computational cost. Suppose the size of a volume image is 512 x 512 x 512, a 15 x 15 x 15 mesh should be used for FFD, and the number of control points will be 16 x 16 x 16 = 4096. Therefore, the number of parameters for FFD is 4096 x 3 = 12288. For estimated such a huge number of parameters, we have to use at least 10 times amount of particles, so the number of particles will be 12288 x 10 = 122880. Each particle should save 12288 parameters for FFD, 12288 parameters for velocity, and 12288 parameters for personal best results. Hence, amount of all particles is 12288 x 3 x 122880 x 2 = 9059696640 bytes with 16 bit double, about 8.44 Giga byte. Moreover, we have to give at least one volume for each subpopulation. According to our experiments, we used 8 subpopulations. The total amount of memory for 8 volumes is 512 x 512 x 512 x 8 = 1073741824 bytes with 8 bit volume, about 1 Giga bytes. Therefore, to consider the remain memory requirements such as parameters of 8 best results for each subpopulations, parameters of global best result, and operation system, we need about 10 Giga bytes memory to implement 3D non-rigid registration, and our current device can’t satisfy this memory requirement.

Instead of 3D non-rigid registration, we performed a 2D non-rigid registration to evaluate our
proposed method. In situation of 2D non-rigid registration, we first execute a magnifying process to Fig 3.8 (a) with the 2D FFD method which is represented by Eq (3.11).

\[
T_{B\text{-}spline}(x) = \sum_{ijk} \left( \lambda_{ij,x} \beta^{(2)} \left( \frac{x - \varphi_{ij,x}}{\rho_x} \right) \right) \left( \beta^{(2)} \left( \frac{y - \varphi_{ij,y}}{\rho_y} \right) \right)
\]  

(3.11)

Where \( \beta^{(2)}(s) \) is the linear B-spline kernel defined by Eq (3.12).

\[
\beta^{(2)}(s) = \begin{cases} 
-1.8|s|^2 + 0.1|s| + 1.0, & \text{if } 0 \leq |s| < 0.5; \\
1.8|s|^2 + 3.7|s| + 1.9, & \text{if } 0.5 \leq |s| \leq 1; \\
0, & \text{otherwise};
\end{cases}
\]  

(3.12)

Then we obtain a new fixed image which is shown by Fig 3.8 (b).

Fig 3.8: (a) Magnifying original image as a new fixed image with a 7x7 mesh using FFD. (b) Magnified fixed image.

A non-rigid registration processing can be divided into two parts: rigid registration and non-rigid registration. To depend on executing the rigid registration before non-rigid image registration, we can get a more reasonable initial position of a moving image for the non-rigid registration. In rigid registration, 2 parameters of translation and 2 parameters of rotation were estimated for rigid transformation. For non-rigid registration, a 2D FFD was applied
with a 7x7 mesh (8x8=64 control points). Therefore, there are totally 128 parameters have to be estimated.

![Image](image.png)

**Experiment 1: \( \alpha = 25^\circ \)**

**Experiment 2: \( \alpha = 175^\circ \)**

Fig 3.9: The results of non-rigid registration. (a) Result of EX1, the moving image was rotated with 25 degree. (b) Result of EX2, the moving image was rotated with 175 degree.

Two experiments have been performed to test the capability of our proposed method in case of non-rigid registration. In this experiment, two moving images which have different rotation angel are used. The experimental results of non-rigid registration have been displayed by Fig 3.9. This result indicates the research proposed method can provide a good registration result even if the moving image has a larger rotation angle in case of non-rigid registration.

### 3.3.4 Parallel implementation

The efficiency of registration is an important issue presently [12] [13]. Although, we have
shown the accuracy in the previous description but almost global optimization have a big drawback which is it will consume a huge computation cost. We applied our proposed HPSO to a computer which has multi-core CPU and implement it with parallel technique to overcome this problem. For register two images with size of $512 \times 512 \times 512$, the average computation cost of 10 times experiments is reduced to 1893.637 sec from 3661.747 sec by our implementation. This improving makes our proposed method more useful.

### 3.4 Conclusion and Future Works

This research article introduces a new global emerging optimization approach named hybrid particle swarm optimization (HPSO) which composed of two concepts, one is subpopulation and another is crossover of genetic algorithms into the conventional PSO. We performed both functional evaluation and 3-D rigid medical volume registration to estimate the proposed method. First, 4 functions have been applied to test the ability of our method for finding the global resolution and avoiding the local resolutions. Then, in case of 3-D rigid medical volume registration, we applied our HPSO to both simulate data and Vanderbilt data to discover the capability of this method for real medical volume registration. In order to comparison the result conventional methods such as GA and PSO are also used for each experiment. All experimental results prove that the proposed HPSO performs have much better image quality results than conventional GA and PSO. Therefore, at this research, we can summarize that this research finding and contribution of HPSO is an advance optimization method.

Furthermore, this work can be extended to 3D non-rigid registration in order to cover more computer assisted surgery application such as real time liver tumor resection. Moreover, extending this research, we are striving for to explore a more powerful non-rigid transformation and provide improvement of lesser parameters and empower 3D non-rigid registration capability by contains more parameters.
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Chapter 4

Principal Component Analysis Based Regional Mutual Information for Robust Medical Image Registration

4.1 Introduction

Medical image registration is becoming more and more important research topic in biomedical research [1-3]. The process of medical image registration can be represented by four phases, which are transformation, interpolation, criterion and optimization in Fig 4.1 illustration. In criterion phase, many images with similarity metrics have been used as the basis to align two images. Therefore, the metric is one of the most critical components of medical image registration processing.

Fig 4.1: Framework of medical image registration

Mutual information (MI) was first invented by Shannon [12] as a measure method of the statistical independence between two signals and applied as a similarity metric of image alignment by Viola and Wells [6]. From MRI being created till now, MI has been widely used and has proven to be a particularly well suited and attractive option for medical image registration. However, MI has its drawbacks such as that MI based image registration does
fail when images have poor quality. Since MI is usually calculated by only using the corresponding intensities of two images, and it is never considers the spatial information perspective, it would be strongly influenced by noise of images and would easily cause misalignment happening.

Therefore, it is necessary to use of additional information to improve the robustness and precision of similarity criterion when registering difficult image pairs has been proposed as one of a possible solution method. Russakoff [11] has provided a high order MI that includes regional information of images within a specific radius, he call it as Regional mutual information (RMI). The main drawback of this approach is that it requires too much computing time to approximate the high-dimensional probability distributions by calculating the covariance matrix. This situation would make RMI useless to case of practical 3D volumes registration.

In the present research we propose a novel idea as a smart method to improve the efficiency of RMI and overcome the too much time consuming of computation time to process problem. We try to combine the approach of high dimensional feature extraction and method of dimension reduction to implement a new criteria mechanism that could make registration processing more robust and faster. Therefore, we have obtained a basic idea of high dimensional feature extraction from RMI. Striving to the optimization solution and overcome the weakness of MRI processing, we strive to find a way of smart solution to implement, the method is as dimension reduction. Thus, we apply principle components analysis (PCA) [13] to reduce the dimension of the joint distribution matrix. Then we can explore to find a new way to make a new criterion by the new joint distribution which from our research finding, we create by the previous step.

4.2 Background Knowledge

In this section, first, we apply the general approach of adapting multi-modality registration techniques to develop for robust registration. There are several similarity metrics we have used for measuring how well the two images are registered. Then, it briefly introduces the principal component analysis as we proposed a critical section of similarity metrics method.

4.2.1 Mutual Information

Mutual information of MI [7] is as a widely used entropy method based on similarity measurement for medical image registration. It has been shown to be robust and does not
depend on the specific range or intensity of images. Assume two images F and M is given, according to build a joint histogram of two images (See Fig 4.2 (a) and (b)) by the pixel of corresponding points. Finally, 2D joint distribution would be used to estimate the value of mutual information (See Fig 4.2 (c)).

![Diagram of Corresponding pixels and joint histogram](image)

Fig 4.2: Joint histogram of mutual information. (a) MI only considers relationship between two corresponding pixels. (b) Joint histogram of MI is two dimensions. (c) Using the 2D Joint histogram to calculate value of MI.

Then the joint entropy can be calculated from joint histogram by equation (4.1).

\[
H(f_F, f_M | u) = - \sum_{m \in F, n \in M} P(m, n | u) \log P(m, n | u) \quad (4.1)
\]

And we can calculate the individual entropy of images by equation (4.2).

\[
H(f_F) = - \sum_{m \in F} P(m) \log P(m)
\]

\[
H(f_M | u) = - \sum_{n \in B} P(n | u) \log P(n | u) \quad (4.2)
\]

Then, MI can be defined in terms of entropy as equation (4.3).

\[
MI(F, T(M | u)) = H(f_F) + H(f_M | u) - H(f_F, f_M | u) \quad (4.3)
\]

The MI criterion of two images is defined as equation at (4.4) formula.
Image registration is defined as the process to find the transformation $T$ which relies on a set of parameters $u$ that maximizes the value of similarity metric.

However, mutual information has some drawbacks, since it sensitive to noise because of lacking spatial information. Therefore, mutual information would fail if input images include noise.

### 4.2.2 Regional Mutual Information

There is a relatively new similarity metric which is termed as region mutual information (RMI) could contain some spatial information [11]. The concept of RMI is to extend the dimensionality of histograms (See Fig 4.3).

![Fig 4.3: Joint histogram of regional mutual information. (a) RMI takes corresponding regions to build joint histogram. (b) Value of RMI would be calculated by a high dimensions joint distribution.](image)

If we not only use the pixel of corresponding points to make histogram, but also consider their immediate $3 \times 3$ neighborhood. We could obtain a 9 dimension histogram for marginal probabilities and an 18 dimension histogram for joint distribution (See Fig 4.4).

According to Fig 4.4 (b), we can make a vector of the joint distribution and combine each vector as a $d \times N$ matrix of joint distribution. Given a specified square radius $r$, here $d = 2(2r + 1)^2$ and $N = (m - 2r)(n - 2r)$. Applying this method to extract feature information and create joint a distribution would allow users try to rotate and translate such
high-dimensional distribution into a space where each dimension is independent. Independence in each dimension allows us to decouple the entropy calculation.

Fig 4.4: Feature extraction and joint distribution creation for RMI. (a) The relationship between an image region and its corresponding multi-dimensional point. (b) Corresponding image neighborhoods and the multi-dimensional point representing them in the joint distribution. (c) The joint distribution matrix of RMI.

We could then calculate the marginal and joint entropies in equation (4.5).

\[
H_g (\Sigma_d) = \frac{d}{2} \log((2\pi e)^2 \det(\Sigma_d)^2)
\]

At last, we can obtain the value of RMI by equation (4.6).

\[
RMI = H_g (C_A) + H_g (C_B) - H_g (C)
\]

Since \(\Sigma_d\) means a covariance matrix of the joint distribution matrix, so that it leads to a critical drawback that is it must spend a lot of computing time. To calculate the covariance matrix, we should make the matrix of sample multiplied it by its transpose but the multiply operation usually requires more computing time especially when two matrices should be multiplied by each other are large. For two 256×256 images, the N is going to be more than 30,000. That is the reason why this method always executes slowly and is not very useful. Therefore, we should find another method to improve it.
4.2.3 Principal Component Analysis

Principal component analysis (PCA) [15][16] is a major method of covariance structure analysis in multivariate statistics, and it is also an important method of feature extraction on originally swatch in multivariate information classification. The main idea of PCA is that mapping the input data from pattern space into a feature space. Feature space is a much lower dimensionality, until now, it preserves most of popular process to get the intrinsic information method.

The objective of the principal component analysis is to derive a linear transformation that will emphasize the difference between the pattern samples belonging to different categories. In other words, the principal component analysis is to define a new coordinate axes in direction of high information content (or principal component) useful for classification purposes. In PCA, a principal component will have more effect classification.

Suppose we have M samples. Each sample is expressed as a column vector \( \mathbf{a}_i, i = 1, 2, \ldots, M \) by equation (4.7)

\[
\mathbf{A} = [\mathbf{a}_1, \mathbf{a}_2, \ldots, \mathbf{a}_M] \tag{4.7}
\]

Find the empirical mean \( \mathbf{u}_m \) along each dimension \( D = 1, \ldots, d \) with equation (4.8)

\[
\mathbf{u}_m = \frac{1}{M} \sum_{i=1}^{M} \mathbf{a}_i \tag{4.8}
\]

Subtract the empirical mean from \( \mathbf{A} \) for without loss of generality by equation (4.9).

\[
\mathbf{a}_i = \mathbf{a}_i - \mathbf{u}_m \tag{4.9}
\]

The problem is we want to find an \( D \times D \) orthonormal transformation matrix \( \mathbf{W} \) such that equation at (4.10) formula.
\[ B = W^T A \] (4.10)

The D-dimensional vector will be transformed into a new vector \( B \) with a dimensionality \( P \) which is less than \( D \) by a \( P \times D \) transformation matrix \( W \). PCA is based on eigenvalue decomposition of the covariance matrix \( \text{Cov} \), as equation (4.11).

\[ \text{Cov} = AA^T = W \Sigma W^T \] (4.11)

Where \( \Sigma \) is a diagonal matrix corresponding to eigenvalues and \( W \) is a \( D \times D \) matrix, whose column vectors \( w_i, i = 1, 2, \cdots, D \) are eigenvectors of \( \text{Cov} \). The leading \( J \) eigenvectors, where \( J \leq D \) construct the subspace and the vector \( a \in \mathbb{R}^p \) can be represented by its coefficient vector, \( b = [w_1, w_2, \cdots, w_j]^T \cdot a \in \mathbb{R}^J \).

On the other hand, a matrix \( A \in \mathbb{R}^{D \times M} \) can be decomposed by SVD as equation (4.12).

\[ A = USV^T \] (4.12)

Where \( U \in \mathbb{R}^{D \times D} \) and \( V \in \mathbb{R}^{M \times M} \) are orthogonal matrices. \( S \in \mathbb{R}^{D \times M} \) is a diagonal matrix corresponding to singular values. From equation (4.13),

\[ AA^T = USV^T VS^T U^T = US^2 U^T \] (4.13)

It is clear that the squares of the non-zero singular values of \( A \) which are equal to the non-zero eigenvalues of \( AA^T = \text{Cov} \) and the columns of \( U \) (left singular vectors) are eigenvectors of \( \text{Cov} \). Thus we just need to apply SVD to \( A \) in order to get the principal orthogonal vectors (bases).

Since PCA can achieve on both feature extraction and dimensionality reduction, it requires that the input data must be normally distributed. The high-dimensional distribution of RMI [11], which we created by Fig 4.4, is approximately normally distributed, so that we choose PCA as an improved approach to modify the regional mutual information.
4.3 PCA Based Regional Mutual Information

Though RMI is an effective method to include spatial information, however, it requires a huge amount of computational cost as we mentioned in previous section. Therefore, we propose a novel PCA based regional mutual information. The basic concept of our method is to combine the ideas of RMI and dimension reduction technique to achieve improved registration robustness and speed. We combine RMI, MI, and the principal component analysis (PCA) into a new similarity metric, thus we name it as PCA based regional mutual information (PRMI).

The main concept of our method has shown by Fig 4.5. First, we create two regional feature vectors for two images separately. Then, we perform a principal components analysis (PCA) to reduce the both two high dimension vectors into two dimensions vectors with two components. Finally, two reduced feature vectors would be used to create a four dimensional joint histogram, and value of our proposed PRMI can be calculated from this four dimensional histogram.

Fig 4.5: Joint histogram of PCA based regional mutual information. (a) Our proposed method also considers relationship between two corresponding regions. (b) Principal component analysis is used to reduce high dimension of regional feature vectors into two 2D feature vectors.
According to Fig 4.6, we obtained two $d \times N$ feature matrices which are created by combining all regional feature vectors of two images individually, where $d = (2r + 1)^2$. Thereupon, we used these vectors to make a four dimensions joint histogram.

![Fixed Image](image1) ![Moving Image](image2)

**Fig 4.6:** The approach of regional information extracting of PRMI

Therefore, it can calculate both joint and individual entropies from equation (4.1) and (4.2). Finally, we could obtain the value of PRMI according to equation (4.3), and find the best result by equation (4.4).

For more measures, we have to calculate the rate of data representing, since we interested in how many components which are obtained by PCA should be used to project the feature vectors. As with equation (4.14), were $M$ is total number of components which are obtained by PCA, $n$ are number of used components, and $\lambda_j$ is the eigen-values of jth eigen-vector.

$$
R_M = \frac{\sum_{j=1}^{n} \lambda_j}{\sum_{i=1}^{M} \lambda_i} \quad (4.14)
$$

On the other hand, we draw out the result as the curves of accumulation on Fig 4.13. It clearly represents that two components can represent over 95% of original data. That means even we only choose the first and second components to project the feature vectors, these feature
vectors still have strong ability to represent all of original data.

![Curve of ACR](image)

**Fig 4.7:** The curves of data representing rate of accumulation which are plotted by using different number of components.

### 4.4 Experiments and Results

In order to evaluate our proposed method, we applied the PRMI to several 2D datasets that include noise. A mean square error ($\Delta T$ and $\Delta \theta$) are used as quantitative measures, which are shown in Eq(4.15) and (4.16). $T_i,T_i'$ are true translation parameters. $\theta$ is true rotation angle. $T_i,T_i',\theta'$ are estimated translations and rotation angle. $N$ is the number of samples. We used 10 MR images obtained from BrainWeb[17].

$$\Delta T = \frac{1}{N} \left( \sum_{n=1}^{N} \|T_{x_n} - T_{x_n}'\| + \sum_{n=1}^{N} \|T_{y_n} - T_{y_n}'\| \right)$$  \hspace{1cm} (4.15)

$$\Delta \theta = \frac{1}{N} \left( \sum_{n=1}^{N} \|\theta_n - \theta_n'\| \right)$$  \hspace{1cm} (4.16)
The examples of registration with our proposed PRMI are shown in Fig 4.8, and we also show the results of MI for making comparison with the difference findings. Moreover, it is displaying the results of both single-modality registration and multi-modality registration.

![Image of registration results](image)

**Fig 4.8**: The comparison results of registration with both common MI and our proposed PRMI. (a) The comparison results in single-modality registration for both without and with noise. (b) The comparison results in single-modality registration for both without and with noise.
This result shows our proposed method has high margin for noise so that it will not be influenced by noise interference.

4.5 Discussion and Conclusion

In short, we show some relative experimental results. The most of them can be used for demonstrating our research proposed method which is really better than the previous methods. From the discussion and researching finding view point, we can then provide some researching findings and discussions depend on these results. Finally, we also provide for future research tasks which illustrates in this section.

4.5.1 Discussion

In the present research finding, we have proved our proposed PRMI possesses which have the capability to overcome the drawbacks of common MI method. Moreover, we would like to illustrate by comparative results to demonstrate our PRMI finding which is much robust than common MI and provide more effectively than RMI and continuously process results.

First, we display the joint distributions of RMI and MI by the Fig 4.9 for observing the difference by the two methods. From the Fig 4.9 illustration, we can find our joint distributions of PRMI which are more approximate to a diagonal line. According to basic theory of MI, we believe that it represents PRMI has potential ability for providing better result of registration with noised images.

![Joint Histogram of PRMI](image1.png) ![Joint Histogram of MI](image2.png)

Fig 4.9: Joint distributions of both PRMI (left) and MI (right)
Second, we want to evaluate the accuracy of our designed algorithm. Hence we have drawn the curve of MSE for estimate error of transformation parameters. Therefore, we can easily discover that PRMI produced good results independent on noise of input data from Fig 4.10. The Fig 4.10 (a) and (b) illustration, demonstrate our PRMI is more robust than common MI for noised medical data.

![Fig 4.10](image)

Fig 4.10: The histogram of MSE (for both translation (left) and rotation (right)): (a) shows the difference of translation parameters in each level of noise. (b) shows the difference of rotation parameters in each level of noise.

Finally, we show computational time per each iteration in Table 4.1. Though PRMI takes longer computational time than MI, it takes only 12 iterations for convergence. So the total computational time is about 1.8 sec which is acceptable for clinical application.

<table>
<thead>
<tr>
<th>Method</th>
<th>Region size</th>
<th>Dimension of joint distribution</th>
<th>Time (s/iteration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI</td>
<td>1x1</td>
<td>2</td>
<td>0.06</td>
</tr>
<tr>
<td>PRMI</td>
<td>3x3</td>
<td>4</td>
<td>0.158</td>
</tr>
</tbody>
</table>

### 4.5.2 Conclusions and Future Works

Although, MI is extensively used as a similarity metric for medical image registration but lacking special information is an existence drawback, so that MI is a very weak in datasets which have noise. RMI contain special information to perform a better registration but the
cost of computing is too high that it can't be accepted. For including advantage of previous methods and overcome their disadvantage, we proposed a novel PRMI. We have confirmed that our designed PRMI can perform well in 2D medical image registration by our experiments, however, we are strive to provide more profound and high quality imaging result from our further research contribution.

For future research, we plan to apply our proposed method to deal with real 3D medical dataset, so we are thinking about how to extract the regional information from a 3D volume. Then we try to explore an emerging method to improve execution performance by our proposed method. Finally, we would like to implement our method embedded in the Insight Toolkit (ITK) which is a most useful library of medical image research. We believe that, from our research finding and contribution would show our PRMI is a so powerful and useful method to put into in practice to generate one of the best qualities imaging result.
Reference of Chapter 4


Chapter 5

Robust Nonrigid Image Registration with Anatomical Structure Constraint for Assessing Treated Margin of Locoregional Therapy of Hepatocellular Carcinoma

5.1 Introduction

Locoregional therapy (LT) is a novel and popular method to cure hepatocellular carcinoma (HCC) of liver in the last few years. This method digs several probes into patient's abdominal cavity to burn tumor tissues of liver with frequency alternating current. The originally idea is that to stab a probe into belly and to burn the tumor with electric current by this probe. Through these few year improvements, this technique was developed and improved to more faultless, three probes are used to locate and burn the tumor instead.

Fig 5.1: A diagram of LT using perfused-cooled electrode (Provided by Professor Seki)

The advantages of LT are that the infection probability occurring is reduced and recovery time for patient is becoming shorter. In the case of hepatocellular carcinoma treatment,
applying LT method for treatment is an excellent method. However, there are still some limitations about this method, such as accuracy of treatment. If the position where the probes hit is inaccurate or tumor tissues aren't burned clearly, patients will get a recurrence of HCC. Therefore, evaluating the treated margin is a critical factor for predicting local recurrence after locoregional treatment is done.

The standard method for evaluating the treated margin of LT is to compare 2D images of CT (or MR) which are taken before and after LT, but this method is very roughly and inaccurate since it is lack of 3D information. Currently, doctors and radiologists tend to apply some manual applications of 3D image fusion [1] to replace the standard method, but this method is also not very smart which has its drawbacks. That is because of livers are deformable objects so that it is impossible to match each other perfectly with simple rigid fusion application. On the other hand, segmenting a liver from sliced medical dataset manually, it will consume a lot of work, due to a volume of liver usually contains about six hundred slices. We receive some requirements and ideas from doctors due to several discussions, and start to build a useful system to support their works. We developed an innovative new surgical treated margin evaluation assistant system with several advance segmentation and registration methods.

To resolve problems by previous methods, we applied 3D non-rigid registration method, which has been widely applied to measure treated margin instead of 3D image fusion process. Applying 3D non-rigid registration process, two corresponding liver volumes which are taken both before and after surgery have been reasonably mapped by each other. For measuring treated margin of surgery, the ablative margin has to be aligned onto tumor. Moreover, geometric difference between the result of registration and the corresponding of liver volume is taken before LT which is calculated as an evaluating quantification of registration. Although traditional 3D non-rigid registration, it may appear well established in treated margin application. However, from the research exploration finding, traditional method is essential to keep stability of anatomical structure of shape, but it is failed to register the organ tissues within liver because of using intensity based similarity metric.

This chapter is illustrating as follows: the detail of registration technique and our proposed method are explained in Sec.5.2, some implemented issue such as pre-process are described in Sec.5.3, the experimental results are presented in Sec.5.4, and the conclusion and future works are finally given in Sec.5.5.
5.2 Materials and Methods

Medical volume registration has been widely proposed in view of the practical importance in the field of medical image processing [6][7]. With the increase of number of medical diagnosis and surgery assistance applications, people recognize the registration is one of critical mechanism for these applications. Though existing registration techniques can be used to evaluate the treated margin after surgical operation, those techniques usually perform a classical 3D non-rigid registration process to simply merge two volumes of object organ so that the treated margin can be accessed by overlapping of ablative margin and tumor. However, the internal structure cannot be guaranteed to coincide by using the classical 3D non-rigid registration technique, because it causes the treated margin miss-align to tumor position. So from this research proposed an improvement method to overcome these drawbacks. Thus, this section explains both traditional 3D non-rigid registration method and our proposed method.

5.2.1 3D Non-rigid Registration Framework

The objective of image registration is to find the optimal transformation matrix, which maps every points in the post-operation liver volume (called moving volume) $M(x)$ onto its corresponding point in the pre-operation liver volume (called fixed volume) $F(x)$. The input images are given as two 3D discrete signals: The moving image $M$ and the fixed image $F$ with intensities $f_M(x)$ and $f_F(x)$. A similarity metric which measures the difference between transformed $M(x)$ and $F(x)$ can be minimized, and the optimal transformation matrix can be found. The transformed moving image $M(x|\mu)$ can be obtained by using the optimal transformation parameters $\mu$, that can be defined as $f_M(x|\mu)$.

![Flowchart of non-rigid registration](image)

Fig 5.2: Flowchart of non-rigid registration
The majority of the image registration methods can be viewed as a combination by the four distinctive components such as: transformation, interpolation, similarity metric, and optimization. As shown in Fig 5.2, among the four components, the similarity metric is based on cost function which is the most important significant for the registration algorithm. This algorithm also defines the goal of optimization and measures how well the transformed moving image \( W \) matches the fixed image \( R \).

### 5.2.2 Conventional Similarity Metric

Usually, we estimate the parameter of transformation by optimizing a similarity metric in the processing of registration. In general, the solution to the registration problem can be computed by optimizing as illustrating as the following function.

\[
E(\mu) = E(f_F(x), f_M(x|\mu)) \tag{5.1}
\]

The aim of registration is to minimize/maximize the similarity \( E \) between the two images. Mutual information (MI) \([1]\) is the most widely to be used for medical image similarity measures. It also can apply at for both mono-modality and multi-modality. MI can also measure the statistical dependence or information redundancy between the image intensities of corresponding voxels in both images. The definition of the MI can be presented as follow:

\[
E(u) = MI(f_F(x), f_M(x|u)) = H(f_F) + H(f_M|u) - H(f_F, f_M|u) \tag{5.2}
\]

where \( H(W) \) and \( H(R) \) are the marginal entropy, \( H(W,R) \) is the joint entropy.

Although traditional MI may appear at well established in treated margin application, but it also exists a drawback. The traditional method tends to maintain the similarity of anatomical structure of shape, but also miss-align to internal structures of volume, due to only based on distribution of intensity. This drawback causes tumors can't be accurately overlap to their corresponding treated regions in extreme cases.

### 5.2.3 Our proposed method
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The classical non-rigid registration based on intensity exhibits an inherent weakness, it failed to register internal structures of two volumes because intensity distribution of post-operation volume is changed by LT. To resolve the problem of traditional intensity based non-rigid registration, from this research, it applies a novel anatomical structure term to constrain deformation of non-rigid registration by some additional landmarks. For constraining the anatomical structure, we add a landmark on penalty of terms on the basis of minimizing the energy function. The illustrating is as follows:

\[
E(u) = -I_{MF}(f_F(x), f_M(x|u)) + \frac{\lambda}{L} \sum_{i=1}^{L} [(p_{F,i} - (p_{M|i}|u))^2]
\] (5.3)

The first term of the new cost function defines the amount of information that fixed image \( F(x) \) which contains transformed moving image \( M(x) \). The second term is the landmark constraint which maintains the inner anatomical structure stability. The constant \( \lambda \) define the relative importance of our additional term in the energy function. This cost function is minimized when two volumes are registered well and the corresponding landmarks are aligned. Since specific landmarks are used as constraint to improve the accuracy of registration, our proposed method can be called as landmark constraint based mutual information (MI-LC).

### 5.3 Issues of Implementation

#### 5.3.1 Pre-processing

As all image processing applications, data pre-process is an important part to our system. Pre-processing usually edits the input data, and provides applicable data and parameter for the main function of system. In case of this research system, pre-process can be divided as three parts: liver segmentation, tumor extraction, and landmark selection. In short, from this research exploration, it explains the pre-processing of our method in this section.

#### A. Liver Segmentation

Liver segmentation ([2], [3], and [4]) usually is a fundamental step for all hepatic CAD (Computer Aided Diagnostics) and CAS (Computer Aided Surgery) systems, but it also is considered as a challenging task due to large shape variations, non-homogenous texture, and low-contrast. In our method, a random walks [5] method is applied to segment livers form medical datasets of both pre-operation and post-operation. This method is based on a small set of pre-labeled pixels as seed points. The algorithm function by assigning each unseeded pixel to the label of the seed point that a random walker starting from that pixel would be
most likely to reach first. The relative work have demonstrated this approach which can provide a good imaging result and is robust to weak its boundary.

**B. Tumor Extraction**

Segmenting tumor from liver is also one of the most challenging tasks in medical image analysis because of their unpredictable appearance and shape. In case of our system, the tumor and treat margin must be segmented from the pre-operation liver volume and the post-operation liver volume, respectively, for comparing their location and overlapping. Therefore, the tumor segmentation approach is playing important roles as to this research method. The random walks method is also applied to tumors and treated margins from each pair of dataset (pre-operation and post-operation). An example result of tumor segmenting is illustrating as Fig 5.3.

![Fig.5.3: The results of tumor segmentation. (a) Segmented tumor from the pre-operation liver volume. (b) Segmented threat margin from the post-operation liver volume. (c) 3D visualization of (a). (d) 3D visualization of (b).](image)

**C. Landmark Selection**

The main exploration concept of this research system for treated margin evaluation is that
add a term of constrain to cost function in order to control deformation of non-rigid registration by applying several landmarks, so the location of landmarks are a critical key point of this process. To be reliable, landmarks are chosen by Doctors (co-authors of this paper) of Kansai Medical University. We have manually defined four landmarks as shown in Fig 5.4 which are processed by the assistance of a medical expert such as: (a) the branch of the right hepatic veins (Landmark 1), (b) the first branch of the portal vein (Landmark 2), and (c) the second branch of the portal vein (Landmark 3). From this research observation, these landmarks have discernible geometrical features in medical volume so that these Landmarks are reasonable to be selected.

Fig. 5.4: The position of chosen landmarks. (a) Landmark 1: the branch of the right hepatic veins, (b) Landmark 3: the first branch of the portal vein, and (c) Landmark 4: the second branch of the portal vein.
5.3.2 Transformation

In general, only depending on the global deformation, it is not sufficient for image registration. Therefore, a method that can capture the local deformation was needed. To achieve better accuracy result, the transformation in our algorithm comprised of a global and a local transformation. The research task goal aimed to attain a local warp that is not affected the stability of the structure. The global transformation describes the global or large motions on these two volumes, such as rotation, translation and scaling; while the local transformation describes the local or detailed motions, such as deformation of the tissues. The parameters of global transformation are determined by rigid registration first and the results are the initial values to estimate the parameters of local transformation for non-rigid registration.

Affine transformation is applied as a global transformation for a rigid registration. The transformation of rigid registration is shown as following Eq. 5.4.

\[
T_{\text{Affine}}(\mathbf{x}) = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} + \begin{bmatrix} t_x \\ t_y \\ t_z \end{bmatrix}
\]

(5.4)

The non-rigid registration finds the optimal local transformation as a deformation inference in the second step. Usually, B-spline [11] transformation is applied for local transformation of non-rigid registration. B-spline can be expressed by following.

\[
T_{\text{B-spline}}(\mathbf{x}) = \sum_{ijk} \frac{\lambda_{ijk,x}}{\lambda_{ijk,z}} \beta^{(3)}(\frac{x - \varphi_{ijk,z}}{\rho_z}) \beta^{(3)}(\frac{y - \varphi_{ijk,y}}{\rho_y}) \beta^{(3)}(\frac{z - \varphi_{ijk,z}}{\rho_z})
\]

(5.5)

Where \( \beta^{(3)}(s) \) is the cubic B-spline kernel which is defined by the following illustration.

\[
\beta^{(3)}(s) = \frac{1}{6} s^3 - \frac{1}{2} s^2 + \frac{1}{2} s - \frac{1}{6}
\]
\[ \beta^{(3)}(s) = \begin{cases} 
\frac{1}{2}|s|^{(3)} - |s|^{(2)} + \frac{2}{3}, & \text{if } 0 \leq |s| < 1 \\
-(\frac{1}{6})|s|^{(3)} + |s|^{(2)} - 2s + \frac{4}{3}, & \text{if } 1 \leq |s| \leq 2 \\
0 & \text{otherwise} 
\end{cases} \]  
(5.6)

5.3.3 Optimization

In order to intra-livers registration, the L-BFGS-B optimization [6] is applied to find the optimal transformation parameters because of small geometric difference between two livers. Since a non-rigid registration processing can be divided into two parts: rigid registration and non-rigid registration, so the parameters of global and local transformation are optimized separately for initial rigid registration and final non-rigid registration. For rigid registration, the parameters of affine transformation are adjusted by L-BFGS-B optimization. Result of global transformation is set to be an initialization for non-rigid registration when optima rigid registration is achieved. Then, the L-BFGS-B optimization method is applied to find the optimal parameters of local transformation in non-rigid registration.

5.4 Experimental Results

5.4.1 Database

A dataset consisting of 6 clinical subjects with the HCC of pathological scenarios was used from a Kansai Medical University clinical dataset. Each sets of the clinical subject were imaged CT image from the same patients at pre-operation and post-operation (Before LT and After LT). Meanwhile, each CT volume had one contrast-enhanced portal-phase CT, one is arterial-phase CT and another one is venous-phase CT. The contrast-enhanced portal phase CTs were performed in all registration process. For these CT volumes, the data had 49-55 slices with 5-7mm section thickness and their in-plane dimensions were 0.65mm×0.65mm with a 512×512 mm2 in field of view (FOV). To achieve a better observation the hepatocellular carcinoma (HCC), the portal-phase scanning was imaged after injection of a nonionic iodinated contrast agent.

From the research, it proposed an algorithm was implemented in ITK [14] process, and the experimental result of 3D visualization were provided by VTK [15]. All experiments were run
with a MS-Windows-based personal computer (Intel® CoreTM-i7 3770QM 3.40GHz and 16GB-DRAM).

5.4.2 Accuracy Measure

To verify the effectiveness of our proposed algorithm, we performed several experiments with different registration methods by two criteria functions.

(i) Evaluation of the local warp
To assess the quality of the local warp of the entire medical images to achieve more detail, we have calculated the intensity differences by using the warping index (WI).

\[
WI(f_F, f_M(u)) = \frac{1}{|I|} \sum_{x \in I} [f_F(x) - f_M(x|u)]^2
\]

Where \(I\) is a three-dimensional discrete interval which represents the set of all voxel indexes in the two volumes.

(ii) Evaluation of the anatomical structure
The distance of the correspondence landmarks provides a direct measure of anatomical structure stability as the positions of the landmarks change.

\[
LDE(f_F, f_M(u)) = \frac{1}{L} \sum_{i=1}^{L} [(p_{f,i}) - (p_{m,i}|u)]^2
\]

Where \(L\) represents the number of landmarks.

Fig 5.5: The umbilical portion as landmarks of criterion for LDE
For this measure, we usually select a specific landmark: the umbilical portion between two livers to be the correspondence landmarks (see Fig 5.5). This landmark has been seen as an invariable feature of liver, because of less amount of geometric changing. Therefore, we constantly use it as a criterion to calculate LDE.

5.4.3 Registration Results

Fig 5.6 shows the results based on the classical (MI) non-rigid registration and the proposed (MI-LC) non-rigid registration. The tumor (orange) in preoperative volume (red) and the treated region (blue) in the post-operative volume (yellow) were shown in the same coordinate system. The liver transformed by our proposed method looked similar to the registered liver applying the classical MI-based non-rigid registration. However, the distance between the fixed landmark and the transformed moving landmark was different. It could be found regardless of how many landmarks applied in our proposed research method, a significant result of reduction in LDE values using registrations based on MI-LC compared with those based on MI was confirmed.

Fig 5.6: 3D view of registration results with the same constrained weights using different landmarks (from 1 to 3 landmarks). (a) The original data; (b) The MI non-rigid registration result (Purple represent the fixed landmark, Green represent the moving landmark); (c) The MI-LC non-rigid registration result with one landmark; (d) The MI-LC non-rigid registration result with two landmarks; (e) The MI-LC non-rigid registration result with three landmarks.
As seen in Fig 5.6, all the moving livers were transformed back to the coordinate system of fixed livers by using different registrations. Following the corresponding transformation parameters, the treated region of the moving liver can also be aligned onto the tumor of the fixed liver. Apart from a visual inspection, a quantitative evaluation was also conducted between the structure volume of fixed liver and the transformed structure volume of moving liver. Hence, for Fig 5.6(c)-(e), Table 5.1 provides a more detailed insight view of the corresponding accurate results for our proposed method with $\lambda = 0.0001$. The results clearly showed that our proposed non-rigid registration method had better performance for maintaining the anatomical structure stability.

<table>
<thead>
<tr>
<th>One Landmark $(\lambda=0.0001)$</th>
<th>Two Landmark $(\lambda=0.0001)$</th>
<th>Three Landmark $(\lambda=0.0001)$</th>
<th>Non-rigid MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>WI 34.740</td>
<td>34.665</td>
<td>34.398</td>
<td>49.825</td>
</tr>
<tr>
<td>LDE 8.501</td>
<td>8.605</td>
<td>8.750</td>
<td>9.891</td>
</tr>
</tbody>
</table>

5.4.4 Evaluation

A. Effect of constrained weight $\lambda$

To investigate the function of constrained weight, we tested the performance of the algorithm by different weights. We randomly chose one real clinical subject in our database to perform our proposed method with different weights $\lambda$. We defined three pairs of landmarks between image before LT and image after LT in this article. One pair was randomly selected for the purpose of effect evaluating. The remaining landmarks were regarded as the constrained landmarks. Fig 5.6(a) shows one landmark applied to constrain the anatomical structure. First, we can observe an important improvement for the LDE values compared with the MI-based non-rigid registration. A significant reduction in LDE values using in non-rigid registrations based on MI-LC compared with those MI was confirmed. It can be seen the WI value to increase accordantly with the reduction of the weight values. Then, it was observed that with smaller weight values, the LDE value will be closer to that of the unconstrained model (MI-based non-rigid registration). Due to the difference unit of quantity between LDE and WI, the square root of WI was calculated, as shown in the Fig 5.6.
Fig 5.7 illustration: Registration with different constrained weights. (a) One landmark applied to constrain the anatomical structure; (b) Two landmarks applied to constrain the anatomical structure; (c) Three landmarks applied to constrain the anatomical structure. Accuracy comparison of the registration results by using the same one landmark method.

The additional experiments were performed by the different weight parameters to assess the capability of this research algorithm. Various numbers of landmarks, from 1 to 3 were applied as structuring constrains term, and the effect on the registration results were studied by using the same one landmark. Fig 5.7 (a)-(c) shows the effect on the registration results of the
number of landmarks in one real subject for the MI-LC criteria. The overall WI value was a slow but steady downward curve. All of the LDE curve were approximated a stretched upward shape, and can be considered to be a classical (MI) non-rigid registration when \( \lambda = 0 \). In general, events along an upward LDE (downward WI) curve can be compatible with an uninterrupted decreasing of the constrained weights among these curves. The curve was included points of to represent the WI/LDE assets.

**B. Effect of number of landmarks**

In order to explore the effect on the registration results accuracy by using different number of landmarks for the MI-LC criteria, we have performed independent registration experiments on all six data sets with the same constrained weight \( \lambda = 0.0001 \) to check the effect within the real context. In this section, we only applied the number of landmarks from 1 to 3 as the structure constrained term for each subject.

Numerical registration results were summarized in Table 5.2. Improved results were obtained of all criteria with the respect to MI-LC to compare with MI. It can be shown that LDE/WI improvements with MI-LC with respect to the use of MI in the non-rigid registration. It can be found regardless of how many landmarks were applied in our proposed experimental method, a significant reduction in LDE values using registrations based on MI-LC compared with those based on MI was confirmed. Wherein, MI-LDE and MI-WI presented the LDE and WI value using the MI-based non-rigid registration method. These showed that our method slightly outperforms MI-based registration. Meanwhile, comparison of Fig 5.5(a), (b), and (c), indicates that as the number of landmarks increased, the value of constrained weight \( \lambda \) for obtaining an equilibrium state decreased.

Table 5.2: Registration accuracy with different landmarks \( _\lambda =0.0001 \) (from Case 1 to Case 6)

<table>
<thead>
<tr>
<th>Landmark</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDE</td>
<td>MI-LDE</td>
<td>LDE</td>
</tr>
<tr>
<td>1</td>
<td>5.32</td>
<td>8.40</td>
<td>6.86</td>
</tr>
<tr>
<td>2</td>
<td>5.29</td>
<td>8.25</td>
<td>7.25</td>
</tr>
<tr>
<td>3</td>
<td>10.34</td>
<td>81.34</td>
<td>91.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Landmark</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LDE</td>
<td>MI-LDE</td>
<td>LDE</td>
</tr>
<tr>
<td>1</td>
<td>4.36</td>
<td>8.04</td>
<td>6.66</td>
</tr>
<tr>
<td>2</td>
<td>5.26</td>
<td>8.33</td>
<td>8.33</td>
</tr>
<tr>
<td>3</td>
<td>7.25</td>
<td>78.13</td>
<td>91.73</td>
</tr>
</tbody>
</table>

5.5 **Conclusions**

In this chapter, a non-rigid method based on MI in combination with anatomical structure
has been proposed to assess LT of HCC. Due to shortage of MI spatial information, the classical MI-based non-rigid registration potentially could reduce smaller image details or confronts problems with spatially-varying intensity inhomogeneity. This research is based on a new cost function (MI-LC) for constraining the anatomical structure by adding a landmark penalty term into MI. The proposed cost function successfully overcame the disadvantage of MI-based non-rigid registration.

In our proposed method, the landmarks played an important role in solving the problem of the absence of spatial information for MI-based registration method. Hence, the landmarks should be located where the geometrical features are clearly discernible. From the viewpoint of physics, if the landmark is treated as an elastic material, when the landmarks are not in the optimal positions, the resulting distortion would produce a displacement field. The landmarks in the displacement field carry potential energy. According to the principle of minimum total potential energy, when the landmarks were placed in a common space, they moved and interacted so that the total energy associated with them was minimized and the equilibrium state was achieved.

For the MI-LC metric, a landmark penalty of terms with the weight $\lambda$ was applied to constrain the anatomical structure. Hence, in the experiments, we tested the performance of our algorithm with two aspects. (1) Effect of constrained weight. With the reduction of the weight values, the LDE curve was approximated an upward shape and was closer to that of the unconstrained model (MI-based non-rigid registration). On the contrary, WI value was on a slow but steady downward curve. (2) Effect of the number of landmarks. On the one side, as described in Table 5.2, it necessary to be found regardless of how many pairs of landmarks applied in our proposed method, a significant reduction in LDE values using registrations based on MI-LC compared with those based on MI. On the other side, from the Fig 5.6, the impact of the number of landmarks can be shown. The value of constrained weight $\lambda$ for reaching the equilibrium state decreases by an increase number of landmarks were used. Moreover, from the view point of applying this application, our research method can be regarded as an automatic 3D imaging fusion technology that assess HCC of the treated region before and after LT. Fusion images is able to more easier understanding of the relationship between the tumor and ablation region, thus, helping evaluation of the therapeutic efficiency of HCC. This proposed algorithm can predict the local recurrence after LT for HCC.
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Chapter 6

Development of Treated Margin Evaluation System

6.1 Introduction

Currently, the Locoregional therapy (LT) is an advanced treatment method for hepatocellular carcinoma (HCC) of liver with great demand in medical care. Assessing the treated region with LT provides valuable information for predicting HCC recurrence [1]. The traditional methods of treated margin assessment are inefficient because of it only comparing two-dimensional CT images manually or performing roughly align volumes of liver manually. Currently, doctors tend to apply for a more robust and reasonable approach for assessing the treated margin of LT.

In our previous research [2], we automatically aligned the two CT volumes to evaluate the therapeutic efficiency by using 3D non-rigid registration algorithms to replace the traditional manual methods. Although our applied non-rigid registration may appears well in established in treated margin application. However, classical non-rigid registration usually destroys the internal structures of liver, and makes treated margins miss-alignment with their corresponding tumors, because of only sensitive side effect to distribute intensity.

In order to achieve and improve the accuracy of the previous method, we propose a new solution to involve more anatomical structure constraints (such as intensity-based and landmark-based constraints) within energy function as a novel registration method. According to the experimental results which are described in last chapter, our method not only keeps the anatomical structure of shape, but also reasonably maintains the overlapping of corresponding tissues within livers. To make our research method more useful and effective, in this research, performs this method as a pragmatic medical system to assess treated margin of LT for HCC of liver. This chapter presents the system we build based on our proposed registration method.

This chapter is organized as follows: An overview of our registration application integrated with some details of implementation is presented in Section 6.2. Results of our experiments
and demonstration of our system is illuminated in Section 6.3. Section 6.4 is devoted to the discussion of performance, and Section 6.5 concludes this chapter.

6.2 System Design and Implementation

Applying this research registration system is based on the profound and solid mathematical knowledge algorithm and process of image analysis. There are also some technical details in its implementation. This research illustrates some issues which should be noticed in the implementation in this section. The structure of our system is integrated by Fig 6.1.

The first stage of our system is pre-process which is used to creating the applicable input data for our registration method. Medical datasets for LT must pass through four pre-process such as liver segmentation, tumor extraction, and landmark selection to obtain necessary information and modify the uniformity of input datasets for our registration method. Our registration method shall be the second stage which is also a critical stage within our system.
By using our registration method, the liver volume of post-operation will reasonably be registered to its corresponding volume of pre-operation. The third stage achieves the goal of our project. The ablative margin will be aligned on to corresponding tumor for evaluating the treated margin after LT, and difference between the registered post-operation volume and its pre-operation volume is calculated for measuring accuracy of registration. Visualization stage is final stage. This stage is performed to display an overlay result of the registered the post-operation liver volume with its corresponding volume of pre-operation, so that doctors and patients can easily measure the treated margin after LT.

6.3 Demonstration of Our System

This section describes all operations of our system step by step.

6.3.1 Liver Segmentation

The first operation of system is liver segmentation. The steps of liver segmentation are shown as follow.

A. Step of Data Import

![Liver Segmentation Steps](image)

Fig 6.2: Steps of data import for liver segmentation

The first step of liver segmentation is import an input data into our system. First, click **Load**
**B. Performing Segmentation Process**

Fig 6.3: Steps of liver segmentation

Fig 6.3 shows main steps of liver segmentation. First, a middle slice which contains a large region of liver is selected as an initial slice. Then, the seed points belong to both background and front ground must be picked from the initial slice. Finally, click **Run** button to obtain result of segmentation.

C. Saving Results of Segmentation
In our system, the results of liver segmentation must be saved as a segmented result and a label. To save the result of liver segmentation, click **Save Seg** button. Then, click **Save Label** button to save label also.

### 6.3.2 Tumor Extraction

The second operation of system is tumor segmentation. Since the tumor extraction of our system is performed by the same segmentation method with the liver segmentation operation, so that we still use the segmentation function to implement tumor extraction process. First, click **Load Image** button and select one input data. Then, we select an initial slice and pick seed points for both front ground and background of tumor. Finally, click Run button to provide result and label of segmentation, and also click **Save Seg** and **Save Label** button to save them. On the other hand, the treated regional can also be extracted by using the same process. The main steps of tumor extraction and a segmented result of tumor are shown as an example by Fig 6.5.
6.3.3 Registration

The registration operation is the most important step in our system. Since evaluation of treated margin should be achieved by registration.

6.3.3.1. Rigid Registration

A. Model Selection and Data Importing

First, we select the model of rigid registration to obtain result. Since the result of rigid registration are usually used as an initial state to non-rigid registration. Fig 6.9 shows how to import 6 required data as inputs for rigid registration. Our system requires that all 6 data are imported to enable the execution.

Fig 6.6: Model selection and data import for rigid registration
Fig 6.7: The steps of required data import for rigid registration

B. Performing Rigid Registration
To get result of rigid registration, we have to click Run to provide it. The result is shown by Fig 6.10(b).

6.3.3.2. Non-rigid Registration

A. Model Selection and Data Importing
The first step for performing non-rigid registration is to select the corresponding model.
operation of non-rigid registration also requires 6 input data which are provided by rigid registration.

B. Performing Non-rigid Registration
We must also click Run to obtain the result of non-rigid registration.

6.3.4 Our Proposed Method

B. Model Selection and Data Importing

The first step for our proposed method is to select the corresponding model and to set parameter.
The operation of required input data importing for our method is totally the same with previous registration operations.

B. Performing Rigid Registration
To click **Run** button, the result of our registration method is also provided.

### 6.3.5 Displaying Experimental Results

This part is used to display comparing results for 3 methods (rigid, non-rigid, and our proposed). We can see the landmarks belong to result of our method are highly concentrated.

![Registration Execution and example result of rigid registration](image)

**Fig 6.14**: Registration Execution and example result of rigid registration

For evaluating efficiency and performance of our system, two doctors were invited to our laboratory as advanced users to test the system. They were asked to complete a questionnaire with a standardized assessment of the system functionality. Answers on each question could vary in score from 1 ("bad") to 5 ("excellent"). The questions of questionnaire are listed as
follow:

Q1. What were the accuracy of registration results of livers?
Q2. Were the representation of registration results of liver easy to understand?
Q3. What were the accuracy of segmentation results of tumors and treated regions?
Q4. Were the representation of registration results of tumors and treated regions easy to understand?
Q5. Is the execution time of our system acceptable?
Q6. What was the system operability?
Q7. Is the system probably used for clinical support tools in practices?

Table 6.1 shows the average scores of questionnaire given by advanced users. The system was used for treated margin assessing by advanced users with clinical dataset of LT. Time duration of its use per case ranged from 10 to 15 minutes. The average scores are almost 4.5 \( \pm 0.5 \) except executive performance of the system. This result indicates the accuracy of our system is well enough to support clinical operation, but performance of the system still can’t satisfy with doctor’s expectation.

<table>
<thead>
<tr>
<th>Number of Question</th>
<th>Score of Answer 1</th>
<th>Score of Answer 2</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>Q2</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Q3</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>Q4</td>
<td>4</td>
<td>5</td>
<td>4.5</td>
</tr>
<tr>
<td>Q5</td>
<td>1</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>Q6</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Q7</td>
<td>5</td>
<td>4</td>
<td>4.5</td>
</tr>
</tbody>
</table>

6.5 Conclusion and Future Works

The advance system based on our anatomical structure constraint based non-rigid registration method and the random walks segmentation method, enables the surgeon to have directly perceived sense to evaluate the treated margin of LT for HCC of liver. Our system provides good results and clear visualizations to support the treated margin assessing for clinical LT operation.

For further works, we plan to find a way to improve the performance of our system. In
accordance with scores of our questionnaire, the execution time of our system don’t satisfy requirement of clinical research in practice. Therefore, the performance improving is a critical task in our future works.
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Chapter 7

Conclusion

Our research works are focus on the medical image registration which is a very important task in the research field of medical image analysis and processing. The process of medical image registration can be divided into four phases, which are transformation, interpolation, criterion, and optimization. There are three topics which are proposed in this thesis, two of them are focused on the phase of criterion, and the other is concentrated on the phase of optimization. For criterion, we propose two novel methods to overcome the drawbacks of traditional intensity similarity based measurement: mutual information, and also solved the existing problems of some previous methods occurred. To achieve the optimization image result, we apply a new approach to improve the accuracy of our non-rigid medical image registration process. Moreover, this thesis also explores our developed system for application of medical image registration. The contents of this thesis are summarized in this sections followings:

First, we proposed a novel optimization method called hybrid particle swarm optimization as a new optimization approach of medical image registration to improve accuracy and more efficiency of the registration. In past several years, particle swarm optimization (PSO) has been successfully applied in many research and application areas, and it has been applied as an optimization method for 3D rigid medical image registration in 2004. Particle swarm optimization is a stochastic, population-based computer algorithm which finds an optimal solution for an objective function with simulating social behavior as on heard of creature situation. From this research, it introduces a new global optimization approach named hybrid particle swarm optimization (HPSO) which incorporates two concepts: subpopulation and crossover of genetic algorithms into the conventional PSO. We performed both functional evaluation and 3D rigid medical volume registration to estimate the proposed method. Four functions have been applied to test the ability of our method for finding the global resolution and avoiding the local resolutions. In case of 3D rigid medical volume registration, we applied our HPSO to both simulated data and real medical data (Vanderbilt database) to discover the capability of this method for real medical volume registration. In order to compare conventional methods such as GA and PSO are also used for each experiment. Experimental results prove that the proposed HPSO performs much better results than conventional GA
and PSO. Therefore, we can summarize that our research result indicated that HPSO is an advanced optimization method, and large computation cost of our method can be significantly reduced by parallel implementation.

Mutual information (MI) is a widely-used similarity metric in medical image registration, and it usually can provide very good results. However, MI still can lead to misalignment when resolution of the input images is low or noisy, due to lack of spatial information. There is a previous work, which is called regional mutual information (RMI), was proposed to overcome these drawbacks by including spatial information with a high dimensional joint histogram. However this method can't be efficiently applied to practical medical image registration process, because it spends too much time computing. In chapter 4, we proposed a PCA based on a regional mutual information method (PRMI) to overcome the disadvantage of traditional mutual information method which confronting the efficiency problem of regional mutual information. In the proposed method, spatial information can be included by extracting regional information of two images by two windows, there are created with a specific radius, this regional information can be mapped as two regional information matrices. The problem is that the relationship between two regional information matrices is high dimensional, it should require some special approaches to calculate joint distribution and perhaps consume a lot of computing time. We applied a principle component analysis method to solve this problem. According to principle component analysis, we can obtain main components of two regional information matrices, using these components to project into main features of two images which can represent two images and have much lower dimensionality than original regional information matrices. Then we can create the joint distribution after a normalizing approach, and calculate values of our proposed similarity metric with the equations which are the same as common mutual information. Experiments show that our proposed method is more robust than previous methods in case of 2D rigid medical image registration.

In Chapter 5, we described a new non-rigid registration method for 3D medical image which was inspired by the points of anatomical structure. Traditional 3D non-rigid registration method may appear well established in treated margin application, but it still has a drawback. The traditional method tends to maintain the similarity of anatomical structure of shape, but miss-align internal structures of volume because it is only base on intensity. This drawback makes treated margin and tumor can't overlap to each other in extreme cases. We extended a classical non-rigid registration algorithm using an anatomical structure term to constrain the deformation. Our approach can ensure the continuity, accuracy, and smoothness of a medical image. It confronts challenging, even though these properties are possible with the existing non-rigid registration method, maintaining the stability and integrality of the anatomical
features. Experiments showed the result, our proposed method provided a good performance.

An advance non-rigid registration system based on our proposed method is provided in Chapter 6. This application enables the surgeon to have directly perceived sense to evaluate the treated margin of LT for HCC of liver. Our application provides good results and clear visualizations to support the treated margin assessing for clinical LT operation.

In light of our proposed methods findings, it can enhance to improve accuracy and efficiency of previous registration process and provide a contribution to support surgical operation for liver tumor cutting in practice surgery. In the near future, we plan to apply our proposed methods to adapt real clinical volumes to demonstrate that they are east to use, usefulness and trust to use. For our applied hybrid particle swarm optimization, we keep trying to apply 3D non-rigid medical image registration. Then we explore to reduce the parameters of B-spline deformation, because B-spline deformation requires too many parameters to cause a, registration with terrible slow process of lot of time consuming. For our proposed PCA based regional mutual information, we are going to achieve how to extract regional information which could being spatial information of two images from two 3D volume more meaningfully, and using these information to calculate joint histogram to implement a robust 3D medical image registration method. For our proposed anatomical structure constraint based method, our approach can be applied to evaluate the therapeutic efficiency of LT for HCC from a practical viewpoint. We will apply our method by more medical dataset and create it becoming as a professional application. Finally, our proposed application can be provide a mass service as robust for large clinical volumes in practice medical service. However the research limitation is the performance didn’t 100 % perfect to satisfy with doctor's expectation but it is work fine. Therefore, in the near future, we will strive to explore a better way to overcome the tiny weakness of our application to satisfy the physician's expectation. In short, to achieve the supreme image quality by our research method and develop an useful, easy to use and trust to use of image application for tumor image treatment, the application with accurate, efficiency identification to provide with innovation, diffusion and assimilation for tumor treatment as the goal and research contribution in the near future.
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